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ABSTRACT

Lossless compression techniques can be implemented by entropy coding such as Huffman
coding, Differential Huffman coding, Lempel Ziv coding, Run length coding ...etc. In this
paper, a new near lossless image coding algorithm using different technique will be presented.
Our coding algorithm is based on two matrices formulations, which are Gray Scale Matrix
(GSM) and Bit Plan Matrix (BPM). Those matrices have been used for encoding and decoding
process. As a result, the computational complexity is greatly simplified, therefore producing a
very fast coding and encoding processes.

This algorithm is most suitable for those images where lossy compression is avoided such as
medical images used for teleradiology and telemedicine purposes. Different CT images have
been tested. The performance of the proposed algorithm is evaluated using the compression
ratio (CR) and peak signal to noise ratio (PSNR). The obtained simulation results showed that
a compression ratio of 3.55:1 to 12.15:1 was achieved without affecting the quality of the
clinical information.

Keywords: Near lossless compression, Huffman coding, medical image, teleradiology, Bit
Plan Matrix (BPM), Grayscale Matrix (GSM).

uailall

(bl lad g e 55 5 el Sae 5 dadiy 52 5 (5 Y e 5 Al 53 288 () 520 QUL Jaraa (3 yha sl (S
L s S dsb a5 5 i daeY Sae i
QAM\JL;ALA‘)S\Cjﬂ\hjwwhsufﬁjww}&ésm&m@)kuaﬁ(‘a:\:\.a.u ﬁ)}j\b&@
83k ) AUl dnbuad) Gllaall s o5 Jasd UM Aats e pill @ld g jua il Sdee 8 Legaladiin oy Gy 4300
oo cumlail) 5 CadSH Jlae 8 adiivuall Aplal) ) seall an dplia 48 Hlall o3 ind (4 ) Sl Gislanll 2 Ao yun
Lol Ul 53 Lo 23 As yiball 48y plall 56US Janiall Aleny oLl ie LUy Jpuali 388 ade o 3l 315 ey
i e Juaniall iliil) s gaall dpadaial) ) geall (gode gana e L day iy sl ) 5 LEY) A 5 Jakaiall
3 small 335 Ao 5l Gl 052 12.15:1 ) 3.55:1 (e sl Lgale Jseand) &5 clibll Jaxia s Juadl ()
.".I “ ... :Nhn‘"gh .- X‘

Vol 6, No.2, Jun - Dec. 2024 | OPEN ACCESS - Creative Commons CC NI O
313



; s e pa Aaa
an Surman Journal for Science and Technology Volé Njo?ﬁ u;: _J[‘)‘; ) 2 024
sjst.scst.edu.ly ISSN: Online (2790-5721) - Print (2790-5713) Pages: 313 ~ 320

1. INTRODUCTION

Nowadays a large number of medical images are generated from hospitals and medical centers
with sophisticated image acquisition devices such as computed tomography (CT), Magnetic
Resonance Imaging (MRI), Ultrasound (US), X-Ray diffraction, Electrocardiogram (ECG),
Nuclear Medicine (NM), Computed Radiography (CR), Digital Subtraction Angiography
(DSA), and Positron Emission tomography (PET). The movement towards digital images in
radiology presents the problem of how to conveniently and economically store, retrieve and
transmit volumes of digital images. Thus digital image data compression is necessary in order
to reduce the storage of medical images and solve practical limitations of transmission
bandwidth. However, as the number of digital modalities increases, the demand for an efficient
medical image compression is increasing. Digital image data compression consists of two types
of compression technique: error-free and irreversible. Error-free image compression is desired;
however, present techniques can only achieve compression ratio from 1.5:1 to 3:1, depending
upon the image characteristics. Irreversible image compression can achieve a much higher
compression ratio; however, the image reconstructed from the compressed data shows some
difference from the original image. [1]

The choice of the compression method, lossy or lossless, depends on the application. For
example, in applications dealing with speech signals and video television images, where some
loss of information can be tolerated, lossy compression methods can be used. On the other hand
in a wide range of medical applications and under special circumstances such as disease
diagnostic, the loss of information is unacceptable; hence medical images are required to be at
high resolution possible. Thus, rather than lossy compression with relatively high compression
ratio, mathematical lossless compression methods are favored in this field. [2]

In this paper a new coding algorithm for medical images is presented. This algorithm is near
lossless and based on pixel redundancy reduction using only two matrices for coding and
decoding processes without affecting the quality of the resultant reconstructed image.

2. BACKGROUND

Compression is the process of storing or packing data in a format that requires less space than
the initial file. Compression takes an input X and generates a representation Xc that hopefully
requires fewer bits. There is a reconstruction algorithm that operates on the compressed
representation Xc to generate the reconstruction Y and the performance of the algorithm
depends on the type of the compression technique.

Table 1 illustrates the need for sufficient storage space, large transmission bandwidth and long
transmission time for image, audio and video data. At the present state of technology, the only
solution is to compress multimedia data before its storage and transmission, and decompress it
at the receiver for play back.
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Table 1: Memory Space, Transmission Bandwidth and Transmission Time Requirements for
Uncompressed Multimedia Data Files [3]

Multimedia Size Resolution Uncompressed Transmission | Transmission
Data Bit/Pixel Size (Bytes) Bandwidth Time
Apaperof | 11"xg 5" Varying 4-8 KB 32-64 Kb/page | 1.1-2.2sec

text resolution
Telephone
quality 10 sec 8 80 KB 64 Kb/sec 22.2 sec
speech
Grayscale 512x512 8 262 KB 2.1 Mb/image | 1 min 13 sec
Image
Color Image | 912x512 24 786 KB 6.29 Mb/image | 3 min 39 sec
Medical | 2048x1680 12 516 MB | 41.3 Mbfimage | 23 min 54 sec
Image
_moti 640 x 480
F“'\'/irg:g'on (30 frisec) 24 1.66 GB 221 Mblimage | 5 days 8 hrs

In teleradiology applications, medical image compression is essential despite rapid growth in
digital communication systems performance, mass storage and processors speed. The
requirement for data storage capacity and bandwidth continue to exceed the capability of
available technologies.

A radiologist would need to review personally all the medical images at a computer workstation
to make sure that all possible information that might be clinically important is reviewed at all
combinations of window level settings. Table 2 shows that data files of images would become
much larger and consequently retrieval of images from archives will be slow. So, without
image compression, digital imaging would be more expensive, less practical, and less attractive
for the advantages it offers. Either transmission time would be much longer or
telecommunication equipment and line charges would be more expensive .[4] Therefore,
teleradiology and telemedicine would in many situations be impractical, unacceptably slow
and expensive. [5]

Table 2: Sizes and Storage Requirement for Radiological Images [6]

Modality Ima_ge size Re_solu_tion Average images Ave_rage storage
(pixels) (bits/pixel) per exam requirement (MB)
CT 512x512 12 30 15
MRI 256x256 12 50 6.5
DSA 1000x1000 8 20 20
us 512x512 6 36 9
NM 128x128 8 26 0.4
CR 2000x2000 10 4 32
Digitized film 4000x4000 12 4 128
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3. MATRIALS AND METHODS

The proposed algorithm takes the advantage of still image characteristics and human visual
system sensitivity. A typical still image contains a large amount of redundancy in many areas,
where adjacent pixels have almost the same values [7], [8]. Whereas the human visual system
(HVS) essentially can accommodate that each pixel value of an image is changed by a certain
amount (limit) without making any perceptible difference to the image quality. This limit is
called the Just Noticeable Distortion (JND) level. [9]

The proposed algorithm is based on those facts by forming only two matrices, which are bit
plane matrix and grayscale matrix. It has been tested on a set of CT images. These images are
indicated in figure 1.

v

Image # 13 Image # 14 Image # 15 Image # 16

Figure 1. CT Test Images
The main steps of this algorithm are listed below:

STEP1: Read the original image matrix [OR].
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Step2: Divide the original image matrix in two 8x8 blocks
STEP2: for each block, construct the Bit Plane matrix [BPM] and grayscale matrix [GSM] as
indicated in the next steps.

STEP3: Compare each two adjacent pixels in the [OR] matrix as indicated in figure 2.

f e . .

[
»

Figure 2. Original Image Pixels Comparison

STEP4: The bit plane matrix [BPM] elements are calculated as follows:

[BPM]l,j = [0 lf |[0R]l,] — [OR].i,j+1| < Tl] (1)
1 otherwise

where:n=20, 2, 4, 8, 16,18,...,28
i=01 2.8
ji=012..8

STEPS: First element in [GSM] is set to be equal to the value of the first pixel of block.
STEPG: The rest of the elements of [GSM] are calculated as follows:

(GsM], = null  if |[OR];; - [0R1i,j+1| <n @
[OR]; otherwisw
where: k=0,1,2..... 1
| is size of the grayscale matrix [GSM]
STEP7: The original image can be reconstructed as follows:
[GSM],,  if [BPM],;=0
[ReC_BlOCk]i,j - l[GSM]k+1 lf [BPM]lJ — 1] (3)

The performance of the proposed algorithm is measured by compression ratio achieved
which is defined as follows:
(CR)= original fllg SIZ(-E‘

compressed file size

(4)
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The quality of the compressed image is measured using Peak Signal-to-Noise Ratio
(PSNR), based on the Mean Square Error (MSE) of the reconstructed image. The formula for
PSNR calculation is given by [5]:

28 1
PSNR = 20log dB (5)
MSE

Where B is the bit depth of the image. For an 8-bit image, the PSNR is computed by [5]:

2
PSNR = 10Iog((25—5)] dB (6)
MSE

MSE is the Mean Square Error and it can be calculated using the following formula [5]:
N-1M-1
MSE=®ZZU]‘(L])—f*(i,jf} @
1=0 j=0
where:
M, N is the image size
f(i,j) is the original image
*(i,j) is the compressed image

4, RESULTS AND DISCUSSION

The proposed algorithm was implemented using MATLAB [10]. The results are obtained
from testing a sample of sixteen original CT images. The original images are grayscale images
of 8 bits per pixel, as shown in figure 1. The compression ratio obtained using the proposed
technique at different n values is summarized in table 3. Samples of the reconstructed images
(Image case No.1) are shown in figure 3. The obtained values of the CR and PSNR are
indicated in table 3 and figure 4 respectively.

Figure 3 CT Compressed Image using The Proposed Algorithm (Image #1)
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Table 3. The Performance of the Proposed Algorithm

Compression Ratio of Proposed
Image # Near Lossless Technique
n=2 n=4 n=8 n=16
1 3.550:1 3.849:1 4.217:1 5.725:1
2 4.182:1 4.337:1 4.862:1 5.922:1
3 4.979:1 5.217:1 5.856:1 6.263:1
4 4.871:1 5.095:1 5.826:1 6.597:1
5 4.830:1 5.637:1 6.487:1 6.811:1
6 5.750:1 6.525:1 6.948:1 7.540:1
7 5.867:1 6.447:1 6.930:1 7.787:1
8 5.964:1 6.739:1 7.851:1 8.531:1
9 6.492:1 6.686:1 7.529:1 8.890:1
10 6.593:1 7.930:1 8.515:1 9.355:1
11 6.660:1 7.883:1 8.935:1 9.729:1
12 6.739:1 7.175:1 9.942:1 10.460:1
13 6.822:1 8.575:1 9.620:1 10.751:1
14 7.217:1 8.638:1 9.946:1 11.299:1
5 7.536:1 8.949:1 10.783:1 11.863:1
16 7.835:1 9.250:1 11.460:1 12.158:1

From table 3, it can be seen that the performance of the proposed algorithm can be increased
whenever the value of n is increased but up to a certain limit (JND level), which is in our case
(n=16). This limit is assigned by specialists in radiology, who are involved in evaluating our
results, because if n is more than 16, distortion will easily be detected and the quality of the
reconstructed image will be affected as indicated in figure 4. The peak signal to noise ratio
(PSNR) which is an objective quality measure has been calculated for the compressed CT
images. The PSNR values were as low as 34.6 dB for n=16 and as high as 44.5 dB for n=2.
The calculated PSNR values of the CT images are plotted in Figures 4.
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Figure 4. Quality of CT Compressed Images using the Proposed Algorithm

Vol 6, No.2, Jun - Dec. 2024 | OPEN ACCESS - Creative Commons CC NI O
319



i 4l e pa Aaa
Bmﬁ Surman Journal for Science and Technology Volé Njo?ﬁuﬁ -J[;c ~2024
sjst.scst.edu.ly ISSN: Online (2790-5721) - Print (2790-5713) Pages: 313 ~ 320

5. CONCLUSION

In this paper an efficient, simple near lossless image coding technique is proposed with a
remarkable compression ratio and greatly reduced computation load while keeping low
complexity compared with other methods. It is very useful for medical images where disease
diagnostic requires images to be at as high resolution as possible. It can also be useful for
teleradiology and archiving purposes.
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