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Abstract:

The basic principles of this paper are some techniques that used to apply control on
nonlinear systems. These methods were applied to three different nonlinear examples in order to
check the performance of these techniques. Moreover, this paper is to understand the concept of
the sliding mode control and there are three problems that we should solve for this paper first
Sliding Mode Control Warm-Up, second Sliding Mode control for the van der pol Equation (VDP),
and third MIMO control of two-link Planar Arm.

Keywords: Sliding mode control (SMC) . Van der pol Equation (VDP) . Multiple input, multiple
output (MIMO)
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1. Introduction:

The Nonlinear control is the part of control theory which deals with systems that
are nonlinear, time-variant, or both. Moreover, the control theory is an interdisciplinary branch of
engineering and mathematics that is concerned with the behavior of dynamical systems with
inputs, and how to modify the output by changes in the input using feedback, feed forward,
or signal filtering. Also, the system to be controlled is called the "plant” , and one way to make the
output of a system follow a desired reference signal is to compare the output of the plant to the
desired output, and provide feedback to the plant to modify the output to bring it closer to the
desired output. Therefore, in this paper to clarification the concept of the sliding mode control for
the Sliding Mode control Warm-Up, the Sliding Mode control for the van der pol Equation (VDP),
and the MIMO control of a Two-link Planar Arm

2. Sliding Mode Control Warm-Up

In control systems the sliding mode control Warm Up (SMC) is a nonlinear control
method that alters the dynamics of a nonlinear system by applying a discontinuous control
signal (or more rigorously, a set-valued control signal) that forces the system to "slide™ along
a cross-section of the system's normal behavior. And, the system differential equation and

controller design and the system differential equation as follows:-

X1 = X3 + axqsinx, & Xy = bxq1x, +u

Where x4 is the first variable and x, is the second variable and u is input, and sinx; is slip angle
for first variable. Also, a and b are unknown constants but we know that 0 <|a|<2 and 1<|b|<3
.In this experiment we will apply feedback linearization approach to check the system

convergence to zero; and the second approach sliding mode control will be applied as well.

Xy +axgsinx{] . _—, . [0
bxle ] ’ g(x) - [1]

In this part, we will deal with the system’s parameters a, b as unknown parameters @ and b.

fO) =

Also, nominal values will be plugged in for them to come up with a diffeomorphism and a
controller such that the system converges to zero. For the last two, the system parameters

will be changed to another nominal values to check if the controller still effective with system

B Vol. 03 No. 01, Dec 2021 | OPEN ACCESS - Creative Commons CC



https://en.wikipedia.org/wiki/Control_theory
https://en.wikipedia.org/wiki/Nonlinear_system
https://en.wikipedia.org/wiki/Time-variant_system
https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Dynamical_system
https://en.wikipedia.org/wiki/Feedback
https://en.wikipedia.org/wiki/Feed_forward_(control)
https://en.wikipedia.org/w/index.php?title=Signal_filtering&action=edit&redlink=1
https://en.wikipedia.org/wiki/Plant_(control_theory)
https://en.wikipedia.org/wiki/Feedback

ansu Surman Journal for Science and Technology | ISSN: E 2790-5721 P 2790-5713
Vol3, No.1, Dec_2021 , pp. 001 ~ 027

of not. Now to apply feedback linearization, we need to find a diffeomorphism such that the

system will be on chain of integral form.

We need to find z = T(x) statisfying:

Ty — aT, —

axg—O ) Egio and T2=Ef
We can write all conditions:
oM o [P 2T [0] 2 ory _ _
W Zg=o=[ 2[]]=0 = 2=0=>n="
ar, o 9] (0] ot _
(2) ax 9 0= GEZE P BN 0= dx, #0 = T, =Ta(x1,%2)
_ o7 _ [0 o] [X2 t ax,sinx;] _ Ty )
@) T=32f= |5 ol 7 bxx, ] = 5 (%2 + ax;sinx)
Ty —
Let’s choose that T; = x; = ﬁg =0 = Satisfies condition [1]
2
_ 0T _ [ﬂ ai] X, + ax,sinx; _on .
T, = o f= %, ox, bi,x, = (x; + axysinx;)
aT
# =1 = T, =(x, +axysinx;) = Satisfies condition [2] and [3]
1

So, now we need to satisfy the second condition.

g [O O

22 9 = |ox, 6x2] [(1)] = [ax; cos(xy) + asin(x;) 1] [0

J=1¢0
Then, we conclude that the system is state feedback linearizable.
To get the controller of the system, first, we have to get the diffeomorphism z = T(x) as follows:

z=T(x) = [ X1 ] Z1 =X

X, + ax,sinx, Zy = X + ax{Sinx
Here, we need to find x = T~ 1(z)
x1 == Zl

Zy = Xy + ax Sinx, = Z; = X, +az;Sinz; = X, = Zp — az1Sinz,

Then x =T7(2) willbe = [;Cﬂ =T ' (2) = [Zz _ aZzllsin Z1]

To design SFL controller that regulatesz = 0
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_ 621

o aZl o
Zi=—*X1+—*Xx
1 6x1 1 axz 2

Zl=1*x1+0*x2
Zq = X5 + axq sin(xq)

7, = z, — azy sin(zy) + az; sin(z;)

21 :ZZ

. 622 . 622 .

Zo =—% X +—*X
2 6x1 1 axZ 2

Z, = [ax, cos(x1) + asin(xy)] * [x, + ax; sin(x;)] + 1 * (bxyx, + u)

Z, = [ax;x, cos(x;) + a?x? cos(x;) * sin(x;) + ax, sin(x;) + a?x; sin(x;) * sin(x;)] +

bxix, +u
Z, = az,[z, — az; sin(z;)] cos(z;) + a?z% cos(z,) * sin(z;) +
a [z, — z; sin(z;)] sin(z,) + a? z; sin?(z;) + bz, [z, — az; sin(z;)] + u

Z, = az,Z, cos(zy) — a?z% sin(z,) * cos(z;) + a?z? cos(z,) * sin(z,) + az, sin(z;) —
a’z, sin?(z,) +a?z; sin?(z,) + bz,z, — abz? sin(z;) + u

Z, = az,2Z, cos(z,) + az, sin(z;) + bz,z, — abz? sin(z;) + u

Then the system will be:

Z1 = Zy
Z; = f(x) + g(x)u

From z,,we can get f(x), g(x), f(z), and g(2).
f(x) = ax;x, cos(x;) + a?x? cos(x;) * sin(x;) + ax, sin(x;) + a?x; sin(x;) * sin(x;) +

bxx,

glx) =1

Now, in x- coordinates, we let the controller be
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1

u= E[_f(x) + v]
u = —[ax;x, cos(x;) + a?x? cos(x;) * sin(x;) + ax, sin(x;) + a?x; sin(x;) * sin(x;)
+ bx x| +v
u=—[-f(2) +v]
9@

f(2) = az,z, cos(z,) + az, sin(z;) + bz,z, — abz? sin(z,)

g(z) =1

u = —[az,z, cos(z,) + az, sin(z,) + bz, z, — abz? sin(z;)] + v

For Simulation and results:

u=—=[-f@+v] = v=—(kztkez,)

k; & k; have to selected to make the location for system poles in the left hand side

thus the system is state feed back linearizable, wherea =1, b = 1.5,and v = —k;z; —

k,z, then the control law u that state-feedback linearizes the system will be:

u = [—2,2, cos(z;) — z, sin(z;) — 1.5 zyz, + 1.5 z¥ sin(z;) — kyz; — ky25]
Substituting u in z,, we get; z, = -k, 2z, — k, 2,
Where k, and k, are positive and should be chosen to place the system poles the LHP.

Then the state—space for the system will be:

=[5 LI
22 - —k1 —k2 Zy
By simulating the above controller with MATLAB at a =d = 1and b = b = 1.5. when we

simulate the controllerbya =42 =1and b = b = 1.5 or by nominal values of a and b that we

used for feedback linearizing controller we

will get the response shown in Figure (1). By using the MATLAB statement [k = place (A, B, P)]

to make the system stable, we can find the values of k4 and k.
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_[0 1
0 ol
So, P is the desired eigenvalues. Then, the values will be; k; = 2 and k, = 3. So, the obtained

where A B = [2] and P=[-1 -2]

state—space will be:
z1] _ 10 1711%4
[z’z] N [—2 —3] [Zz]
Here, from the above system we can make that the system becomes linear.

In the simulation part, we simulate the controller u by regulating the states to zero.

The system plant states

t X1

_—— x-2

States

=% ¥ ¥ ¥ + ¥

(0] 2 4 6 8 10 12 14 16 18 20
time (sec)

Figure (1) The feedback linearization controller regulates the system states to zero

Here, we can to see clear that both states x; and x, go to zero and suppose that @ # aand b # b ,
and that the valuesof aand barea = —1and b = 2. Using Matlab, plot the phase portrait of
the open-loop system (1), and identify the regions where the system exhibits different behaviors.
In this part, it was supposed that a # @ and b # b and by setting a=-1 and b=2 in using
MATLAB we will plot the phase portrait of the open-loop system (1), and the regions where the
system exhibits different behaviors, also we let u = 0 of the open-loop system. By simulating the
system, we get the phase portrait of the open-loop system using different initial conditions. The
Figure (2) and (3) show the results of the simulation for the states of the plant and the phase portrait

plot.
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P 2790-5713

Time response

_;P >x(1)=-1
— < (2)=1
o x(1)=2 |+
—_— < (2)=-4a
x(A)=-2
xX(2)=4 =
—— < (L)=1
— x(2):72
o 1 > s a s = 7 = s io
Time (sec)
Figure (2): The states vector x of the plant vs time.
Phase Portrait Plot
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Figure (3): The phase portrait of the system.

For Simulation and results:

The states vector x of the plant vs time sis shown in Figure (2), and the phase portrait of the

system is shown in Figure (3).

From Figure (2), we can see that the state x; goes to almost -3, and the state x, goes to zero. Also,

all trajectories in Figure (3) go to almost the points (-3.5, 0) and infinite.

Moreover, we will Explain why it is not possible anymore to use your controller from (a) when
a#aand b#b and guarantee convergence to zero. In particular pay attention to the

diffeomorphism and the controller itself. Verify by setting a = —1 and b = 2 in your simulation
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with the same u and diffeomorphism you got in (a). Hint: be sure touse @ = 1 and b = 1.5 to do
your coordinate transformation and to compute your controller, since you assume not to know the
real values for control design purposes! At the same time, use the real a =-1 and b = 2 values in

your simulation. From part (a), the controller in z-coordinates is:

1

u=-——[-f(2) +v]

9(2)

f(2) = az,z, cos(z;) + az, sin(z,) + bz,z, — abz? sin(z,)

g(2) =1
u = —[az,z, cos(z,) + az, sin(z,) + bz, z, — abz? sin(z;)] + v
In this section, we let a, b and v are the same values that we have found in Part (a). Therefore,

we puta = —1 and b = 2 in the simulation part.

u = [2,2, cos(z,) + z, sin(z;) — 22,2, — 2 zZ sin(z,) — 2z, — 32,]

For Simulation and results:

Figure (4) shows the states vector [x; x, ] with respect of time. Also, From Figure (4) we can
verify that t it is not possible any more to use the controller from (a) to get the states converged to
zero. By choosing a = —1 and b = 2 which the value of a is out of controller limit, the system
becomes impossible to use and make the states regulate to zero.

The system plant states

&_ P -

States

e e e e e e R R R e e e e R A e e A e R

(o] 2 4 6 8 10 12 14 16 18 20
Time (sec)

Figure (4): The states vector x of the system
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Instead of feedback linearization and we will now implement a sliding mode controller. The
approach is to figure out what x, should be if we considered it as an input to the x, equation so
that x; is driven to zero. Design a linear manifold of the form s = cx; + x, that does the job by
considering what happens when s = 0. Next, analyze the dynamics of s and determine a sliding

mode controller that drives s to zero (and consequently to zero).
X, = X, +ax,sinx,

X, = bxix, +u

The system is considered as:

% = f(x) + geou

= X, + axq sin(x;)

Where  f(x) = e and  G(x) = [‘1)]

The sliding mode controller which is s = c¢xq + x5, where c is a positive number.
Let’s check the sliding mode by forcing the following:

s=cxy+x,=0

Xy = —CXq

v(x) = %xf pd = x; =x, + ax;sinx,

The derivative of it will be:

v(x) = x1 * X4

v(x) = x; * [ x, + ax; sin(x;)]

v(x) = x; x, + ax? sin(x;)

v(x) = x; (—cx1) + ax? sin(x;)

v(x) = —cx? + ax? sin(x,)

As we know that where 0 < a < 2, and sin(x;) is between the values + 1 and — 1. Then,
v(x) < —cx? + |a|x?

where ¢ > 2, s0 we let = 4, and we will get:
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v(x) < —4x? + |a|x?

Here, we will use Lyapunov’s first method by assuming the following:

v(s) = ész

Also, the derivative of it will be:

v(s) =s*$§

v(s) = s * (c[ x, + axy sin(xy)] + bxyx, +u)

v(s) = sc[x, + axysin(xy)] + s (bxyx,) +su

v(s) < scl xy + axy sin(xy)] + s (bxyxy) +s(Du

For s, we cancel the known term on the right-hand side, we can do
u=—4x, +v

Then, dynamics § will be:

S = 4x, + 4ax; sin(xy) + bxy;x, —4x, + v

S = 4axy sin(xy) + bxyx, + v

Now, we let the part

|4ax; sin(x;) + bxyx;| < 4plx1| + o|xq|]|x,]

Where a < pand b < g, and let’s pick p = 1 and o = 2. then,
|4ax, sin(xy) + bxyx;| < B(x) = 4lxq| + 2[x1||xz]

Now, B (x) will to be:

B(x) = 4lx1| + 2|x1||x2| + k

where k > 0, so let’s make it k = 1. Then, v will be:

v = —B(x) * sgn(s)]

v = —[4]x1] + 2|x1|[x2| + 1] = sgn(s)]

Suppose that v in the controller, we will get that
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10



ansu Surman Journal for Science and Technology | ISSN: E 2790-5721 P 2790-5713
Vol3, No.1, Dec_2021 , pp. 001 ~ 027

u=-4x, +v
u = —4x; — [4lx1] + 2|xq[|x2| + 1] * sgn(s)
We conclude that (s = 0) is GUAS, and it can be proved that s(t) = 0 in finite time.

Simulate the sliding mode design and the ‘sign’ function in Matlab, ode45 will take a very long

time to run. Instead, it is suggested that we used the approximation sgn(y) = sat(%)

Here, we will simulate the sliding mode design by sgn(y) ~ sat(y /&) function in MATLAB

1 if y>1
Where sat(y) = y if —1<y<1 ,astune ¢tounderstand the trade-off involved
-1 if y<-1

We use saturation function and let e = 0.01. The sliding mode controller using saturation

function is:

u = —4x, — [4|x1| + 2|xq||x;| + 1] * sat(s)

The simulation results will be shown in Figure (5) and (6) for the states of the plant and the
phase portrait plot.

Time response

4
2
\
n ——
O [ %-—
= —”‘- 4”—_
=, R ~
> ’l 7
= > P »”
< ’t’ ”
— [
= g ~ x(1)=2
U4
2 ¥ ’f ------- x(2)=0
_ /, x(1)=1
s | memm—— x(2)=-1
sl f x(1)=0
- rd x(2)=-2
‘:’ x(1)=0
s Vv L L L L L N x(2)=2
0.5 1 1.5 2 2.5 3 3.5 a

Time (sec)

Figure (5): The states vector x of the plan
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Phase Portrait Plot
i i i i i i i —e— (2,-2)
—e— (1,0)
2.2)
—— (-1,0)

) %
-4 <
-6
-8 ‘
L - 9 9 - - 9 9 9 ‘r_ -
-2.5 -2 -1.5 -1 -0.5 (0] 0.5 1 1.5 2 2.5

x(1)

Figure (6): The phase portrait of the plant.

By using MATLAB we have found Figure (5) and (6) show the designed controller of the system

regulates all states to zero.

3. Sliding Mode Control for the van der Pol Equation.

Sliding mode control is an area of increasing interest in control engineering , and this method
is proved to be robust against disturbances and discrepancies between the physical plant and its
mathematical model. However, it has mainly been applied to linear systems and its application to
nonlinear systems is based on utilizing linear sliding surfaces and the controlled van der Pol
system is given by:

X1= X3
Xy = —w? x4 + gw(1—p2x?)x,u

Wherew , £ and u are positive constants and u is the control input.

We will pick some values for w , £ and p and verify via simulation that for u = 1 and the van der

Pol system exhibits a stable limit cycle outside the surface x? +x3/w?=1/u? and that u =
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There exists an unstable limit cycle outside the same surface, and we can find that limit cycle or
oscillation is one of the most important phenomena that occur in dynamical systems and the system

oscillates when it has a nontrivial periodic solution

x(t+T)=x(t),vt >0 For some T > 0. Also, for u =1 this is the standard van der Pol oscillator
which is known to have a stable limit cycle. And, the fact that the limit cycle is outside a circle of

radius by 1/u in the plane (x; , x2/w) can be shown by transforming the Equation into polar

coordinates.

The surface x? + x2 /w? = 1/u? is re-written as:

2
x 1
~t+xi=—
w u

We letthe valuesw =1, e =1, andu = 1.

x5 +xf=1

when u = 1, the system will be:

561 = xZ
X, = —x1 + (1 —x)x,

Here we will shows the phase portrait plot when u = 1 in Figures (7)

Phase Portrait Plot
a T

—_— 2,-2)

——©— The surface

3 -2,2) \

-3

-4t = L L = = = L L = L
-2.5 -2 -1.5 -1 -0.5 o 0.5 1 1.5 2 2.5
x(1)

Figure (7): The phase portrait of the plant when u = 1
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From Figure (7), the conclusion is that this limit cycle is stable outside the surface x5 + x3/w? =
1/u? . Since that, all trajectories on this limit cycle must go to the outside. Therefore, the stable
limit must be outside the circle.
When the control input u = —1, the system will be:
X1 = Xy
Xy = —x1 — (1= xD)x,

The simulation result of the phase portrait plot when u = —1 is shown in Figure (8).

x 10°° Phase Portrait Plot
Of 0 0 i i T e ——
M " —_—(2,-2)

-2

-4

-6

-10 ///é/
-12

*-

-14°t : > > = £ £ L E a
-16 -14 -12 -10 -8 -6 -4 -2 o) 2
x(1)

Figure (8): The phase portrait of the plant when u = —1

From Figure (8), we can conclude that the existence of the unstable limit cycle by reversing time

and scaling the states, so it is unstable limit cycle outside the surface x3 + x3/w? = 1/u?.

Now we will define the sliding manifold s = x3+x%/w? — 12, where r < 1/u and we will show
that if restrict the motion of the system to the surface s = 0, and that’s we force s(t) = 0
Then the resulting behavior is that of the linear harmonic oscillator

X1=x, and  x,= —w?x, which exhibits a sinusoidal oscillation of frequency w and
amplitude r.

We can write dynamics of the manifold:
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x1= b )
Xy = —w? x1 + gw(1—p?x%)x,U

2 .
s=x2+2 12 = §=2x% %% 2
1t 1%1 w2

We let r = 0.6, and the sliding manifold is:

2

s=x12+%—r2 = s=xi+x2-(05)?2=0

Hence, we can found the dynamics of the sliding manifold:

S_as
T ox

S = 2x1561 + 2x2562
§=2x1%5 + 2%,(—x; + (1 — x3)x, u)
$=2x1xy — 2x1%, + 2(1 — x3)x2 u

s=2(1—-x3x3u

s(t) =0=s(t) =0 = u(t) =0 Then the resulting behavior the linear harmonic oscillator
from the original Equation for system when the input zero u(t) = 0 we can get the state equation

reduces to a harmonic oscillator:

X1=x, and Xy = —w? x; +so(l-pixdxu = X= —wix,

In this part we will designing a sliding mode controller that driver or leads all trajectories whose
initial is within the region {x € R?:|x,| 1/u } to the manifold s = 0 and then has the states slide on
the manifold towards the origin. Also, we will simulate the controller and verify that it’s able to

regulate the state to zero.
V(s) = %52

V(s)=ss=s52(1—x¥)x?u

When we make s # 0, we have to let the control input is u = —sgn(s). So, it will be:
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s$ = 2(1 — x?)x3 = s = sgn(s)
s$ = 2(1 —x?)x2 « |s|

The simulation results with different initial conditions will be:

Time response
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Figure (9): The states vector x of the plant.
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Figure (10): The phase portrait of the plant.
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From the Figures (9) and (10), we can show that when x, = 0, there will be no trajectory shown.

2
Also, we conclude that all trajectories in Figure (10) reach the sliding manifold s = x3 + % —

re.

4. MIMO Control of a Two-Link Planar Arm.

The Multiple input, multiple output (MIMO) systems describe processes with more than
one input and more than one output which require multiple control loops and Single variable
input or single variable Output (SISO) control schemes are just one type of control scheme that
engineers in industry use to control their process. In this part, we will consist of two links and
the first one mounted on a rigid base by means of a frictionless hinge and the second mounted

at the end of link one. The joint axes z, and z; and we establish the base frame X,y,z, as the
work space frame, which means the arm moves within the x — y plane. The inputs to the system

are always the torques 7, and r, applied at the joints.

Two - link planar manipulator.
Yo

v Ty

1Y
700\

A dynamic model of this system can be derived using Lagrangian equations and is given by

Hqyq H12] 9“1 —ﬁez —h6; —.he.z 91 91 (31
St ) S+ = where
Hy, Hy| |6, ho, 0 6, [gz] [772]

Hy, =1+ 1, +ml 2 +m[1% +17_, +2l1_, cos(6,)],

_ 2
H22 - I2 +m2|02 '
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H, =H, =1, +m,[l_? -+l cos(&,)],
h=m,l1_,sin(é,),

g, =mJl,gcos(8) +m,g[l’,, cos(d, +8,) +1,cos(8,)],
g, =m,l_,gcos(é, +6,)

In this part, we use the following parameter values m, =1.0kg , mass of link one m, =1.0kg , mass
of link two |, =1.0m length of link one 1, =1.0m, length of link two |, = 0.5m, distance from the

joint of link one to its center of gravity 1_,, = 0.5m, distance from the joint of link two to its

c2g
center of gravity 1, =0.2kgm* lengthwise centroid inertia of link one I, =0.2kgm?, lengthwise

centroidal inertia of link two and g =9.804m/s?, acceleration of gravity.

we will do joint space MIMO control of the arm, where the inputs are the two torques and the

outputs are the joint angles 6, and d,. Write a MIMO state space representation

of the system dynamics. Then design the MIMO state feedback controllers (t; and t, ) for
this system that regulate all the states to zero, and simulate the closed loop system for the

initial conditions 64 (0) ==, 6,(0) = 0, 82(0) =— =, 6,(0) = 0 ,we will to plot the controllers
and all the states versus time, and provide an interpretation of the plot.

[Hu le] 0“1 + —’iez —h01—'h0'2 91 + gl]:[rl] where
Hy; Hyl |6, hé, 0 6, 921 Itz

Hy,=1,+1,+ml 2 +m[1% +17_, +2l1, cos(6,)],
H,,=1,+m,l_?,

H, =H, =1,+m,[l_? -+l cos(&,)],
h=m,l1_,sin(é,),

g, =mJl,gcos(8) +m,g[l’,, cos(6, +8,) +1,cos(8)],
g, =m,l_,gcos(é, +6,)

Hllé + leé'z —_ he.zél - he'le.z - hezz + 91 = Tl
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H,.0 + H,,6, + h9'12 +09,=1,

91 H1292 9291 +L9192 +%622_:_111+I:I[_111
b, = ”“9——%2-—+2—
2 Hpp 1 Hzz  Hzz
4 _ _ Haa| Haa 92 T2 h 4 4 h 44 h 52 91 T1
= — S gz 4 Tz 2 = — g2 L1
61 Hp; [ Hp; 9 Hp; 91 Hp; + Hzp Hyg 9291 + Hii 9192 + Hyg 92 Hyy  Hig
We will define that:
M _ { Hll H12 }_1 |:_h€2 _hgl - h92:|
H21 H22 hel O

And define that:

a, =6
q, =065
ds; =6,
A, = 6,

Then the state space representation of the system will be:

@] [0 0 1 0 g 0 00

G| [0 0 0 L |le|,| o |, 00 F}
G| [0 0 M@LY) M@®2)| g | [G@Y | | Hinv@Ll) Hinv2) ||z,
g, [0 0 M2D) M@22)]lq, | |G@2D]| |Hinv21 Hinv,2)

Then we can start to design our control torque input. Note that we have to control g1 and g2

independently, so that we have decoupled the 2 inputs.

Than we will define that:

21 U, .
=r=Hu=H where, Hinv*H=lI
7 U,
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And let that:

u = -M (111)q3 -M (11 2)q4 _G(Ll) - k11 0,— k12q3
=-M (2,1)q3 -M (21 2)q4 —G(Z,l) - k21 qz - k22q4

91=

. H?,0 hHip H T,H T
6, =22t 4 712 2y 921z T2z +—9291+—9192 +—+—92 — gL
Hy1Hp,  HppHipg Hy1Hy2  HigHiz  Hip Hyp  Hig Hyy  Hig
. Hq1H: hH . H H h . h K T
912 11222[ 12 12 9212 12 T2+2—9291++—922 _£+_1]
Hy1Hp2—Hi, LHp2Hyq Hi1Hzp Hi1Hzp Hiq Hiq Hyy  Hig
. .. .0
0 = —H11H22—H1 [h91 Hiy + g,Hi; — HipT, + 2h0,60,H,, + hO3Hy; — g1Hyp + H12T1]
6, =—12__(hf? + ho2 + g, +2h6,60, + 1, — 1
1= W1ty -HE, ( 1 2 7911792 1U2 1 2)
;3 __Ha T2
g — e (ng2 + ho2 —g, + g, + 216,60, + T, — T ]——0 g2 4 T2
2 Hyy H11H22_H12( 1 2 ~91 1T 92 102 1 2) Hy, 1 sz Hyy
.. H2 . . .. o g2 Ty
b, =———102 __[ng2 4 hf2 —g, + g, + 2h6,6, + 7, — 7, — =02 — L 4 2
2 sz[H11H22_Hf2] [ 1 27917 92 172 1 2] Hyp 1 Hzz  Hpp
01
o Hy1Hpp 29 1o s s
6, = —22_ [hO% + h0Z —g, + g, + 216,60, + T, — 1,
Hy1Hz,—Hy,
9.2 = 92
. H2 h62 = hoz 210.6, T T ho T
G, =——->22 2Ly 91 4 92 4 PnR, 1 Rl T g2 924 T2
[Hi1Haz—HZ,| |Haz  Hpz  Haz o Hpp Hp; Hp;  Hpp Hpp Hp;  Hpp
X1 = 01 y xz = 91 y X3 = 92 y x4, = 02
561 == xz
Hq,
XZ - [hxz + hx4 gl + gz + thZX4, + Tl - Tz]
Hy1Hpp—HE,
X3 == x4
. H} hx?  hx? 2hxyx T T h T
x4:_+22[_2+_4_ _|___|_ S2ma L 2 __x%_g_z 2
[Hi1Hap—HZ,| |Haz  Haz  Hzz  Hap Hpp Hpz  Hpz Hap Hp;  Hpp
g1=61 , g1=06;
. Hiy .. H H
g, = 6 —(h@ + ho2 + + 2h0,0 +#T—#T)
g1 1 Hy1Hpp—HE, 1 27917 92 172 Hy1Hpp—H7, 1 Hy1Hpp—HZ, 2

g2 =6, and g2 = 92
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92 | 2h0:0:) h gy g2 1 [__ Hi

g =0, = ———12 h_Hf + h_@f _ 91 +
2 — Y2 —
HyqHpp—HE, | Haz Hzz  Hzz  Hpp Hyy |Hap 1 Hzz  Hpp Hy1Hpp—HE,

Fl(X) = m (h91 + h62 —g1+ 9, + 2h6192)
2 ho2  ho? ho,6,| n -
Fz(x)z—%—l héi _ 91 ﬂ_{_g_glz_g_z
Hy1Hz2—Hi, |H22  Hzz  Hzz  Hpp Hp; | Hzz Hp;
Hyp, Hyp
e IR YU S
g1(x) HiHyy—HZ, U1 g2(x) HysHyy—HZ, L2
(1 _ Hypp _ HZ,
g3(x) = [(sz Hy1Hyp—HZ, + 1) Tl] o ga(0) = [HZZ[HHHZZ—HIZZ]TZ]

. TA® ®) GO [T 0 [6® 8001 ([LG)
91‘[1%&) +[§§(ﬁ) ﬁié)][l - é]—[gié) gi(i) ‘([fl(i)]”)

vy = —k191 — ka1 = 2%, — 3x;
UZ = _klgz - ngZ = 24’x3 - 1OX4

iy

g»
u=—=2 v 4 v
1 91 L9194-9293 ————(93f1 —gsv1 —difa + 91 — PR

U= [glg4 9300 (93fi —93v1 — g1/ t 91772]

lell _ 1 HZZ _H21] I2h9102 + hezz - gl + Tll

6, HiyHoo—H? H21 Hyy —hb? — g, + 1,
6, _ 1 H22(2h3192 +h6% — g, + T1) — Hyy (—h0Z — g5 + 1)
6,] HuHz=H? | ( —H21(2h6’192 +h6Z — g, + Tl) + Hyy (h6f — g, +12)

6, = m (2n0,0, + hOZ — g1 +14) — W (—hO% — g, + 15)
X = @ (2hxpxs + hxg — gy +uy) — m (=hx3 — g, + up)
92 = m (2h9192 + h@z g1+ Tl) — m ( h91 9> + TZ)
X4 = m (2hxzxs + hxf — gy +uy) — m (=hx3 — g +up)
Y1=X = V275X
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Hy Hy, — H? = 0.405 —1.1125 cos 8, — 0.25 cos 62
Hy,H,, — H? =0.405 —1.1125 cos x3 — 0.25 cos x2

x1:91 y x2=91 y x3:62 y X4:éz
Vi =% =% > V1=X%
V2 = X3 = Xy > V=X
[ Hj; Hjq
— 22 (Qhxyxy + hx? — 2L (-
371] ' |HiHa — B2 (2hxzx4 Xi—91) — H,,H,, — H? (=hx — 92)]
Vol 7| —Ha Hiy J
— 20 Qhxyxa+h +—  (—hak-—
'H,, H,, — H? (2hx;x4 X5 —g1) H,,H,, — H? (—hx3 — g2)
[ Hjz _ Hz,
Hy1Hp—H? Hy1Hpp—H? [ul]
_ Hz, Hiy U,

Hy1Hpy—H? Hy1Hpy—H?

(2hHypxpx4 + szhx4 Hy,09, + H21hx§ + H3192)

[ul] _ 1‘1111‘122—1‘12

) V1]
Kiis Ki, 0 O ] V1

| 0 0 K33 Ka4 Y2
Y |
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Figure (11): Angular velocity [rad/s]
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Figure (12): input u; and u,

Figure (13): Plot x (1,1), X(1,2) and y1(1), y2(1)

Now we want to control the end-effector of the arm to generate a path in x—y plan. The output

s are the position coordinates x and y ( z is always zero ) of the end-effector. Let

Be a smooth and invertible mapping between the joint vector 8 =[6,,6,]" € Q and the workspace
variables. The space Q is a suitably chosen rage of angles for 6, and 6,, then X =[X,,Y,]" is the
position of the end-effector on the (X, —Y,) plane. In other words X = f (&), so that the position

of the end-effector can be computed from the two joint angles, and mapping f is known as the
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arm’s forward kinematics, and it can lead us directly into so-called work space control, which
means that we will perform instead of joint space control. Also, the exists a relationship between
the vector of linear velocities of the end-effector X and the vector of velocities of joint variables @
given by X = J@ where J is as the Jacobian matrix, and the forward kinematic function , and we

will using trigonometry to show that the Jacobian is given by:

j- -1, sin(g,) -1,sin(6,+6,) —l,sin(&, +6,)
l, cos(&) +1,cos(6, +6,) |,cos(é,+86,)

Then, the derive the new MIMO state space representation of the system dynamics, where the
state vector is X instead of 6. We will design the MIMO state feedback controllers (7; and 1)

x=+2 (m)
{y = sin (:—;) (m)

And we should verify design with simulation for initial conditions@, = (0), 8; = (0), 8, =
0.2, 6, = (0). We will plot the control signals and all the states versus time, and demonstrate
an animation of the arm’s motion.

Here, we want to control the end-effector of the arm to generate a path in x—y plan. The output
s are the position coordinates x and y ( z is always zero ) of the end-effector.

x=1,cos0,+ 1, cos(0; +0,)
y =1l;sin0, + 1, sin(6, + 6,)
Let’s the position equation to find the velocity:
x =1;0,5in0, — 1,(6; + 6;) sin(0, + 0,)
y =13 01c080; — 1,(8; + ;) cos(8; + 6,)

[x] B [11 sin@, — l,sin (6; +6,) —1,(6, + 92)] 6,
vyl llycos0; —l,cos (6;+6;)  1,(6, +6,) 16,

X=Jj6 = 0=y'X
vy =l cosxqy + [ cos(xq+x3)
V1 = —liXq sinxg — I, (X + X3) sin(x; + x3) = —lix,sinx; — [,(x, + x,) sin(x; + x3)

yl = _lle sin x1 - lzxzsin(xl + X3) _ZZX4Sin(.X1 + X3)
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y= =1 (xy%q1 cosxq + X5 sinxg) — L[x, (%1 + X3)cos(xg + x3) + Xysin(x; + x3)] —

o[ (51 +%3) cos(xq + x3) + X4 sin(x; +x3)]

y = —1;x2(cos xq — Ly %, sinxy) — Lx3 cos(xg + x3) — lpxpx4 cos(xy + x3) — L%, sin(x; + x3) —

Iy x5%4 cos(xq + x3) — x5 cos(x; + x3) — L%, sin(xq + x3)
y = —l1x% cosx; — %, [—1; sinx; — Iy sin(xy,x3)]  — Lxy cos(xq + x3) — %, sin(x; + x3) —

21yx,x4 cos(xy + x3) — LxZ cos(x; + x3) — Ipx2 sin(x; + x3)

m( hxz g2+u2)—

(—hx5 — g, +up) —

—HZ (thZX4 + h.X'4 gl + ul)]

y, = —l; sinx [
Y1 1 1|y Hyy

} Hyp 2 _ —
I, sin(x; + x3) [—H11H22—H2 (thZX4 + hxj gt ul)] H11sz Ty

I, sin(x; + x3) [ 2 (2hxyxy + hxi — g, + ul)] —HZ( hxs — g, +uz) —

Hq sz— H11Hy
—1;x% cos x; — —l;x% cos(x; + x3) — 2lyx5x4 cos(x; + x3)
-1y sinx1Hy, -1, Sin(X1+X3)H22 ly Sin(X1+X3)H22 . . .
— 1 =  Thefirstequation = ¥y,
HyiHpp—H? HyHap—H? Hi1Hpp—H?

=  Thesecond equation = ¥y,

[ll sin X1H21 lz Sin(x1+x3)H21 lz Sin(X1+X3)H11]
HyiHpp—H? Hy Hap—H? HyHpp—H? 2

y =l sinx; + I, sin(x; + x3)
y = 3%, cosxy + 1, (%1 + %3) cos(xq + x3)
y =1 x5 cosxq + x5 cos(xq41x3) + 15 x4 cos(xq4X3)

y = l;[—x,%; sinx; + X, cosxq | + [[—x, sin(x; + x3) (%1 + X3) + X, cos(x; + x3)]

+ [ [—x4 sin(xy + x3) (% + X3) + %4 cos(xy + x3)]

y =1; [-x2sinx; + %, cosx;] + l[—x, sin(x; + x3) (%, + x,) + %, cos(x; + x3)] +

I[—x4 sin(xq + x3) (x5 + x4) + %4 cos(x; + x3)]

y = —l; x3sinx; + 1%, cosx; — I, sin(x; + x3) (x5 + x4) + L%, cos(x; + x3) — Lyx, sin(x; +

x3)(xy + x4) + ;x4 cos(xq + x3)
y'=x,[l; cos(xy) + I, cos(xy + x3) + 1,x4 cos(x; + x3)]

yz = _ll xZZ sin X1 + ll.).Cz CoOS Xy — lz Sin(x1 + x3)(x2 + x4,) + lszz COS(x1 + x3) - lzX4 Sin(xl +

x3) (%o + x4) + L%, cos(xy + x3)
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y, = —l; x5 sinx; + 1%, cosx; — I, x3sin(x; + x3) — lyxg sin(x; + x3) + [p%, cos(x; + x3) —

x4 sin(x; + x3) — L xZsin(x; + x3) + [%, cos(x; + x3)

Hy»
2
Hy11H—H

Hy1

(ZhX2X4 + hxﬁ — gl + ul) - m

y, = —l; x% sinx; + [;%, cosx; [ (—hx% —-g,+

uz)] — I, x2sin(x; + x3) — lpx4 sin(x; + x3) + I cos(x; + x3) [# (2hxyx4 + hx — g, +

H . .
21_H2 (—hx% —-9g,+ uz)] — Iy xyx, sin(xg + x3) — I, x2sin(x; + x3) + I, cos(x; +

ul) B H11H)

__Hun o pa2_ Hiq 2
X3)[ H11sz—H2( hxs — g, + up) +H11H22_H2( hxs — g, +u2)]

l1 cosx1H I, cos(xq+x3)H I, sin(x1+x3)H. . . .
[1 1Hyy 4 Lpcos(eytXa)yy _ Ly Sin(xy +is) “] Uy > The first equation =y,

Hy1Hpy—H? Hy1Hpy—H? Hy1Hpp—H?

[ ll COSX1H21 lz COS(X1+X3)H21 lz COS(X1+X3)H11

PR TR TR ]uz =  Thesecond equation = ¥y,

5. Conclusions:

According to the results we got from this paper we found that the feedback linearization
technique controls the system only within the certain constrains. Also, we have found the sliding
manifold and we restrict the motion of the system to the surface s = 0. And, we have simulated
the controller to regulate the state to zero.in third part, which means MIMO control of a Two-Link
Planar Arm. In the analysis, nonlinear closed-loop system is assumed to have been designed and it
1s necessary to determine the characteristic of the system’s behavior. In the design it is given a
nonlinear plant to be controlled and some specifications of closed-loop system meets the desired
characteristics. When a linear controller is used to control robot motion, it neglects the inherent
nonlinear forces associated with the motion of the robot links. The
Controller’s accuracy thus quickly degrades as the speed of motion increases, because many of the
dynamic forces, such as Coriolis, centripetal forces, vary as square of the speed. However, in
control systems there are much nonlinearity whose discontinuous nature does not allow linear

approximation (friction, saturation, dead-zone, hysteresis and backlash).
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Abstract

Fine pearlitic eutectic steel have a number of desirable mechanical properties and have thus
been studied as candidate microstructure for R350HT head hardened rail according to EN-13674
standard. This work examines the role of transformation temperature of R350HT rail grade and their
effect on rail hardiness. The fine pearlite structure has been obtained under different isothermal
transformation temperatures. The variation of pearlite hardiness that obtained under TTT conditions
conform to the changes in its structure and transformation temperature.

Keywords: TTT, Pearlitic, R350HT rails, isothermal temperatures, Hardiness.

1- Introduction

Time transform occur when steel holding at any constant austenitic temperature lower
than the minimum, where austenite is stable. Isothermal transformation can be represented
by recorded the austenite transformed plotting percentage against corresponding elapsed time
at constant temperature. Hardness, toughness and strength from the most important
mechanical properties, which related to cooling rate as well as interlamellar spacing. From
other hand, inter lamellar spacing controlled by the heat treatment variable [1]. Because of
their remarkable effect on functional and structural properties the Studies on the
microstructures of alloys continues to be conclusive. Pearlitic steel, from the alloys that have
lamellar structures, which are in practical use and have been studied extensively [1, 2]. As
principles of the controlled cooling and heat treatment of steels and their alloys, TTT curves
(Time Temperature Transformation or isothermal transformation) [3]. The TTT curves idea
is description of phase transformation and analyze quantitatively the transformation process
of steels and the relationship between the microstructure and the resulted mechanical
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properties [3, 4]. The pearlite mechanical properties and microstructure can be tailored out
of difference of the interlamellar spacing during processing which is immediately connected
to strength [5].

Displacement and charge sensing indentation technology enables the determination of
mechanical properties at penetration depths as low as 20 nm, avoiding the influence of the
substrate on measurements. The ability to test at very small scales makes this technology one
of the tools of choice for characterizing the mechanical properties of thin films, coatings,
second-stage particles, and magnetic hard drive recording media [6].

A well-defined bleed geometry is required to obtain well-defined bleed prints. It is
difficult to achieve a perfect tip shape. Berkowitz is a three-sided pyramid, which provides a
sharp point, compared to the Vickers indenter, which is a quadrangular pyramid and has a
slight offset (0.5 - um). This is the main reason for using the Berkovich three-sided notch in
depth sensing machines. However, any sharp point notch has a limitation, but it is
exceptionally difficult to measure. Experimental procedures were developed to correct the
edge shape of the Vickers and Berkovich indentations.

In this study, the investigated of rails R350HT hardness with different cooling rate and
isothermal temperature during the isothermal transformation. Which measured by
experiments, with focused on the relationship models and obtained by data regression. All
TTT cooling condition done by used in dilatometer tester DIL805 sample, which is
austenitised in a specially designed furnace and then controlled cooled.

1.1 Objectives

The study aimed to investigation in relationship between cooling rate and hardiness of
pearlitic eutectic steels in R350HT head hardened rails. With applying different isothermal
transformation temperatures. In addition, finding out the following:

e Sensitivity of hardiness to transformation temperatures
e The relationship between cooling rate and hardiness.

2- Materials and Equipment.

As the principal requirements involved, the steels used for wheels and rails have a
majority pearlitic microstructure involving hard cementite lamellae that ensures high
resistance to wear. Material properties of rails requiring verification are set out in European
standard EN 13674-1 [7]. Due to EN 13674-1 exclusively covers pearlitic steels for rails,
those being R220, R260, R320Cr and R350HT, whose carbon content lies between 0.6 and
0.8 % [8]. In addition, the main chemical composition of R350HT tested samples showing
in table (1):
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Table 1: showing the chemical composition of R350HT rails.
The chemical composition

C Si Mn P S
0.65~0.77 | 0.15-0.35 | 1.10~1.5 | <0.04 | <0.04

R350HT

Figure 1, R350HT head hardened Rail profile. Where the specific descriptions are: Cross-
sectional area: 76,70 cm?, Mass per meter : 60,21 kg/m, Moment of inertia x-x axis : 3038,3
cm?, Section modulus - Head : 333,6 cm?®, Section modulus - Base : 375,5 cm®, Moment of
inertia y-y axis : 512,3 cm*, Section modulus y-y axis : 68,3 cm® and Indicative dimensions

: A =20,456 mm, B =52,053 mm.

R350HT rail samples as shown in figure 2, with 4 mm in width, 2 mm in thickness and

10 mm length to dial with dilatometer DIL805 taken from the head of rail.

143

120

>
172

28,15

80,92
76,25
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S
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Figure 2: showing samples dimensions
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By dilatometer DIL805 a solid or hollow samples is inductively heated as shown in figure
3 under air and the system can be vacuum or inert gas to a specific temperature and is then
continuously cooled with different (linear or exponential) rates. The phase transitions
occurring in both continuous cooling process or in the time temperature transformation and
it can be seen in the change of length.

Figure 3: Dilatometer equipment

Dilatometer indicates phase transformation by monitoring slope change. Figure 4, gives
more details by drawing dilation vs temperature where the dilation at different temperatures
at different cooling rate. By behavior of sample shrink or expand the dilation due to thermal
specific volume change because of changing in temperature. Generally, slope in dilation
curve do not changed while amount of phase or the relative amount of phases in a phase
mixture does not change during cooling or heating as well.

Dilation Vs Temperature

T Ts

Figure 4: showing dilation vs temperature and transformation temperature.
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Dilation from A to B is due to specific volume change of high temperature phase
austenite. However, at Ts slope of the curve changes, the transformation starts at Ts from
austenite to pearlite. One more time, slope of the curve from C to D is constant but is different
from the slope of the curve from A to B. where there is no phase transformation between the
temperatures from C to D. The curve from point B to C is variable with temperature that
signal the change in relative amount of phase because of cooling.

Moreover, the phase density controls the sample expansion, some part of dilation
compensates by thermal change due to cooling. So the dilation curve takes complex shape,
firstly slope reduces and reaches to a minimum value and then rise to the characteristic value
of the phase mixture at point C. as showing in figure 4, the mechanism of phase
transformations start at point B at temperature Ts and the end of transformation at point C
with temperature Tf. The nature of transformation has been determined in laboratory by
metallography when austenite fully transforms to pearlite, the final pearlite phase
transformation is immediately proportional to the relative change in length and this is the
key. The ability of materials to resist deformation and destruction is the main idea of
hardiness. Also hardiness can be known as the ability of materials to resist elastic deformation
and plastic deformation as well [9, 10]. In addition, the major properties of the hardness are
resist plastic deformation of a material, where the penetration is the main key of measured it.
Moreover, according to EN 13674-1, Berinall vs Vickers hardness testing are measurement
techniques [8]. The test measurement technique is applying constant load on the rail surface
to printing an impression with an indenter of known geometry, then subsequently analyzing
the load vs. displacement data [11]. Figure 5, showing surface printing with an indenter in
Vickers hardness testing. Then apply those data in Vickers formula to obtain hardiness.
Where, F is load in kgf. And d is Arithmetic mean of the two diagonals, d: and d in mm.

2Fsin 1326
HV = 7z
Approximately HV = 1.854%
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Figure 5: Showing surface printing with an indenter in Vickers hardness testing [11].

3- Extramarital methods

Measuring some physical properties during cooling are the main key to determine the
TTT, which normally the specific volume. However, the plurality of the work has been done
by measured specific volume change (dilatometric method). Usually, this method is complete
by metallography and hardness measurement. In this case, dilatometer test done in vacuum.
Cooling data recorded as temperature vs time as shown in figure 5, as same as cooling data
the dilation is recorded against temperature, where Figure 4 shown in details and phase
transformation indicates by slope change. the TTT diagram mechanism are after cooling to
a transformation temperature then keep the temperature constant until the austenite
transformation finished, the required transformation product (in our case pearlite) and then
cool to the room temperature.
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Temperature

Figure 6: shown TTT curve with 20 minute holding time and different transformation temperature.

4- Results and discussion

4.1 Hardiness

The isothermal transformation of austenite to R350HT head hardened rails has been
studied, with different isothermal temperature and then morphologies examination and
finally hardiness test recorded against different transformation temperature as showing in
table 3. Where isothermal temperature started from 350 C° that recorded 494 HvO0.2 until 675
C° with 186 HvO0.2. The relationship between transformation temperature and hardiness has

been recorded and explain graphically in figure 8.

Table 3: showing different transformation temperature and hardiness.

No: 1T Hv0.2
1 675 186
2 650 207
3 620 225
4 610 260
5 600 293
6 590 301
7 580 308
8 570 337
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9 560 345
10 550 349
13 500 339
11 450 378
12 350 494
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Transformation Temerature

Figure 7: showing transformation temperature Vs hardiness of R350HT rails.

5- Conclusion

In the isothermal transformation temperatures, TTT process with different isothermal
temperatures the hardness were measure and the relationship model between the cooling rate
and hardiness was obtained to R350HT head hardened rail duo to EN-13674 slandered.
Where, experimental results showing sensitivity and relationship that connected hardiness
and isothermal temperatures of pearlitic eutectic steel, which can be listed as:

e Lanier positive relationship connected between interlamellar spacing and isothermal
temperature, the best isothermal temperatures produced clear fine pearlitic are
between (625, 600 and 575 C°/s).
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e Study results display inverse relationship connected hardiness to transformation
temperatures, where with the increase of isothermal temperature the hardiness
decreases, where best transformation group that in between (550 to 575 C°).
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Abstract

The main objective of this study is to provide a theoretical framework that defines the
various concepts related to the quality of banking services in terms of indicators and
models, in addition to addressing the measurement of customer satisfaction to know the
extent of customers' awareness of the services provided by Libyan banking institutions in
order to find ways to improve the quality of services. The problem of this study is
reflected in the reality of competition faced by public banks in Libya, and their need to
take a set of measures for the purpose of measuring and improving the quality of the
services provide. The study depends on the use of the descriptive analytical method,
which is the most appropriate to achieve the objectives of this study from the real reality
of the research problem. The data was subsequently processed and analyzed statistically
by Microsoft Excel and SPSS software to test the hypotheses and reach results that
achieve the objectives of the study. The results indicated that there is an awareness that
the quality of banking services has a significant impact on achieving customer
satisfaction.

Key words: The quality; Banking Services; Customer; Satisfaction; and awareness.
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An introduction

The world is heading towards globalization in all its forms, especially financial ones, as
the financial services industry plays an important and distinctive role in the economies
and markets of different countries. This requires banks to understand and measure the
quality of banking services provided as well as to study the expectations and perceptions
of customers for the quality of services (Brumbaugh 1992, Chaoprasert 2003, Driga and
Isac 2014).

In light of the major competitive conflicts that the World is witnessing today and in the
context of economic globalization that led to the transfer of competition from local
markets to global markets, service institutions are facing a set of challenges that fall
within the new economic climate. Its services towards its customers in order to achieve
their satisfaction. This is considered as one of the main entrances to achieving success
and development in its competitive capabilities while gaining a distinguished market
position and increasing the profitability of the institution (Jeanneau 2007, Iranzadeh and
Chakherlouy 2012, Belas, Chochol'dkova et al. 2015).

The increasing interest in the quality of electronic banking services, whether for the bank
or the customer, is considered an effective tool for improving and knowing the level of
services provided and expected from customers. The quality of electronic service has
effects on customers’ attitudes, satisfaction and behavioral intentions. Accordingly,
customers’ evaluation of quality enables practitioners to allocating the organization's
resources to ensure the performance of services that bring them satisfaction. The
evaluation of the quality of services and their improvement and development on a
permanent basis depends mainly on collecting information about the services provided to
the customers of the institution, by adopting effective strategies in marketing its services
with the application of modern methods aimed at meeting the needs and expectations of
customers and satisfying their desires (Husnain and Akhtar 2016, Moenardy, Arifin et al.
2016).

Not a day goes by without a bank/client relationship taking place but today the customer
has a better place than in the past. In today's world, it can be accepted that intense
competition in terms of quantity and quality makes it very difficult for a company to
differentiate itself from its competitors (Ha, Minh et al. 2015, Vu and Huan 2016).

For this reason, the organization must pay close attention to the client, and establish
commercial agencies as a link between it and its clients. In addition to accessing that
direct relationship, its characterized by transparency and security, when this is achieved,
the institution has achieved customer satisfaction. Excellent business processes leading
to product or service quality that can be viewed as the direct factors influencing customer
satisfaction and loyalty (Brady, Cronin et al. 2002, Chi Cui, Lewis et al. 2003).
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Considering that the quality and satisfaction of the customer represent the real concern of
all service institutions that wish to achieve the appropriate marketing position and seek
stability and continuity in the scope of their work, it was worth addressing by asking some
questions, including (Is there any effect on the quality of the banking service for the public
sector in achieving satisfaction for its customers?). Through this question, it must first
know the answer to some sub-questions, including:

e What do we mean by quality of service?

e How does the customer evaluate the quality of services provided by public banks?

e What are the criteria that customers use in evaluating the quality of service?

e How can a public banking institution keep pace with the performance and quality
of its services with the expectations of its customers?

The study aims to know the impact of the quality of services provided by banks to their
customers, in order to develop the quality of their services and work to satisfy their
customers. This study aims to define concepts related to service quality, methods of
measuring, improving and evaluation models, in addition to identifying on customer
satisfaction and ways to measure it. Getting to know customers' evaluation of the level of
quality of services provided. Reaching some results and suggestions that could contribute
to developing the quality of banking services.

The importance of this study lies in expressing the level of quality of services provided
by Libyan public banks to their customers and their compatibility with their desires and
needs in order to gain their satisfaction. As well as, trying to show the relationship
between three effective variables: quality as a strategy taken by the institution, customer
satisfaction as a result, and measurement as a means to assess the degree of satisfaction
or dissatisfaction.

The problem of this study is reflected in the reality of competition faced by public banks
in Libya, and their need to take a set of measures for the purpose of measuring and
improving the quality of the services provide. Using their dimensions to identify the sites
of shortcomings and address them to enjoy the satisfaction and confidence of customers.
In additional to increase their market share and achieve competitive advantages. In fact,
public banks are vital institutions with a direct impact on the national economy and
development. Especially, with the increased satisfaction of customers with the
contemporary electronic lifestyle, and that many citizens do not want to deal with private
banks.
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Study Hypotheses
Based on the questions raised, the following hypotheses were developed:

Hoi: There is awareness that a quality of the banking services highly influences in
achieving the customer’s satisfaction.

Ho2: There is positive impact of services quality on the bank performance.

Study Model

The Independent Variable The Dependent Variable

Quality of Banking Services _ Customer Satisfaction

Figure 1: The study model.
Study Methodology

The study depends on the use of the descriptive analytical method, which is the most
appropriate to achieve the objectives of this study from the real reality of the research
problem. The questionnaire was used as a source for collecting data and information about
the study variables that was distributed to the study sample. The data was subsequently
processed and analyzed statistically by Microsoft Excel and SPSS software to test the

hypotheses and reach results that achieve the objectives of the study.

e Evaluation
The customers feeling and satisfaction of Libyan banks was reflected by includes four
questions. Evaluate the actual performance of their services provided to their customers
to determine their satisfaction with these services. Where, the measurement degree of
responses to the questionnaire was measured by a five-point scale, ranging from (strongly

disagree to strongly agree), as shown in table:
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Table 1: The five-point approval scale

Approval scale No. of point
Strongly Agree 5
Agree 4
Neutral 3
Disagree 2
Disagree strongly 1

e sample selection
This study focused on a customer sample from the Libyan Banks. The questionnaire was
randomly implemented and distributed personally. 250 questionnaires are distributed,

while 210 questionnaires were applied to the bank’s clients.

e Data Analysis Tools
The questionnaire was designed to respond to research variables, answer research
questions, and measure instrument stability that focusing on Cronbach's alpha test was
performed and stability coefficients were determined. To determine the degree of
customer agreement with the services provided the Microsoft Excel and SPSS programs
were used to analyze the data and the results were tested using the mean and standard
deviation, in additional to T-test and ANOVA to test hypotheses. The Cronbach's alpha
coefficient was calculated for the stability of the study instrument and the questionnaire
was constructed was taken as an indicator of its logical honesty, as well as the honesty
that is reflected in the judges' opinions. The number of elements tested and their
dimensions affected the alpha value (Cortina 1993, Tavakol and Dennick 2011). In
general, there are various references to accepted alpha values, which range from 0.70 to
0.95 (Nunnally 1975, Bland and Altman 1997). An alpha value (KMO value) of 0.932 is
sufficient, that is, more than 0.7. Indeed, all factors with eigenvalues greater than 0.5 were

retained.
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RESULTS DISCUSSION AND ANALYSIS

e Demography
The demographic characteristics of study sample participating in the field study, the first
part of the questionnaire treated some data for the study sample by SPSS software, such
as gender, age, educational level and frequency of use of the bank. More details in follows
table:

Table 2: Study samples demography features

Variables Categories Repetition %

Gender 1 | Male 145 69%

2 Female 65 31%

Age 1 |18to25 71 31%

2 |26to40 80 40%

3 | 41andabove 59 29%

Educational level 1 Intermediate / 58 20%
Secondary

undergraduate 120 59%

3 Postgraduates 32 21%

Using the bank 1 Daily 37 19%

2 Weekly 24 15%

3 Monthly 72 30%

4 | Other 77 36%

e Service Quality and Customer Satisfaction
The Libyan Banks costumer was divided by their questionnaire’s answers include
strongly agree, agree, natural, disagree and strongly disagree. The question of whether
the Libyan Banks has modern looking equipment. The opinions of bank’s customers ware

believe that Libyan Bank has modern looking equipment with standard deviation about
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1.02 and mean 3.56, which main that concentration and non-dispersion. on other question,
Libyan Bank have physical features are visually appealing, the highest answers are
positive side with standard deviation 0.85 and mean 3.54, which means that concentration
and non-dispersion in answers, and the Normality test significant value becomes nearly
(0.0). The question is whether the Libyan Bank reception desk employees are neat

appearing. the banks costumer believe that Bank has good looking.

Study samples of Libyan Bank answers the question of When the Bank promises to do
something in certain time, it does so. The opinions believe that Bank work with time
function with standard deviation 1.10 and mean 3.54, which mean showed concentration
and non-dispersion as well as in Normality test significant value becomes nearly zero.
More details in Figures that shows normality test distribution in answers. The
questionnaires responsiveness of answers of the research samples of Bank was divided
into five groups, strongly agree, agree, natural, disagree and strongly disagree. The
question whether The Libyan Bank of Commerce and Development’s employees tell you
exactly when services will be performed. The opinions of bank’s customers believe that
the bank’s employees tell you exactly when services will be performed. In other question,
whether The Bank’s employees never too busy to respond to your request. After using
SPSS software, the answers regarding the analysis become the highest percentage become
as natural, which means that the costumers are not sure if the bank’s employees never too

busy to respond to their request.

e Hypothesis Tests
Ho:. There is awareness that a quality of the banking services highly influences in

achieving the customer’s satisfaction.

e Ifvalue of statistically significant differences is (a < 0.05), the Ho1 hypothesis will
be accepted.
The hypothesis Hoz of research, considering that there is awareness that a quality of the

banking services highly influences in achieving the customer’s satisfaction.

e If value of statistically significant differences is (o > 0.05), the Hi1 Alternative
hypothesis will be accepted.
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The Hi1 Alternative hypothesis there is no awareness that a quality of the banking services

highly influences in achieving the customer’s satisfaction.

The research current data that analyzed by standard deviation, mean and T-Test in SPSS
software was supported the HO1 hypothesis, which influence become real as of human
resources practices like Tangible elements, Reliability, Responsiveness, Safety, Empathy
and Overall evaluation in bank services and its relationship of all those with bank
performance. The value of the significance level is 0.000, which is less than 0.05, which
means accepting the Hoz hypothesis that exists the awareness that a quality of the banking

services highly influences in achieving the satisfaction of their customers.

Table 4: The Ho; hypothesis SPSS details (One sample T-Test).

N Mean Standard Standard df One samples T-test
Hypothesis deviation error mean significance (2-tailed)
Hi 210 | 3.77 0.887 0.065 209 0.000

Ho2. There is positive impact of services quality on the bank performance.

e Ifvalue of statistically significant differences is (a < 0.05), the Ho2 hypothesis will
be accepted.
Ho2 hypothesis: There is positive impact of services quality on the bank performance.

o If value of statistically significant differences is (o > 0.05), the Hi2 Alternative
hypothesis will be accepted.
Hi2 Alternative Hypothesis: There is no positive impact of services quality on the bank

performance.

Current research data analyzed by standard deviation, mean, normality test, and T-test
using SPSS software presented hypothesis Ho2. Where the value of the significance value
is 0.000, that is less than value of 0.05 this means that there is an impact of the human

resources department in the institutions, more details in table.
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Table 3: The Ho, hypothesis SPSS details (One sample T-Test).

N Mean Standard Standard df One samples T-test
Hypothesis deviation error mean significance (2-tailed)
Hi 210 | 3.38 1.090 0.078 209 0.000

Conclusions

The study aims to know the impact of the quality of services provided by banks to their
customers, in order to develop the quality of their services and work to satisfy their
customers. The ability of banks to gain the satisfaction of their customers by providing
high quality services that meet their expectations. It is the main reason for the success of
banking institutions in distinguishing their competitiveness and providing high quality
services. The research questions and hypotheses, by identifying different concepts related
to theoretical and practical aspects, reached some conclusions, including that the concept
of service quality focuses on maintaining and satisfying customers by providing the
service to meet or exceed their expectations. Quality is a competitive advantage, it is used
as a strategy among customer satisfaction strategies and it has a positive impact of the

quality of services on banking performance.

The results indicated that there is an awareness that the quality of banking services has a
significant impact on achieving customer satisfaction. Also, there is a difference in the
responses of the research samples about the positive impact of the quality of services on
the performance of banks due to educational qualification. There is no difference in the
responses of the research samples about the positive impact of the quality of services on
the performance of the bank due to the frequency of using the bank.
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Abstract.

The objective of this study is to optimize the Computer Numerical Control machine (CNC)
turning parameters that gives the fine surface finish for the parts that made of medium carbon
steel C45 using carbide cutting tool (coated insert cemented carbide) which have high
resistance of deflection, wear and fraction on CNC turning operation with coolant. The surface
finish quality is one of the most specified requirements in the machining process.

To obtain the optimal surface finish, the Taguchi method used for optimization of the turning
experiments based on a full factorial design, to determine three different parameters and levels
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by using orthogonal arrays, 9 experiments were obtained. Choice of three parameters (feed
rate, cutting speed and depth of cut) were important, the cutting parameters were selected as
follow: Feed rate (0.075, 0.100, 0.125mm), cutting speed (166.24, 180.70, 197.32 mm/min),
depth of cut (0.5, 0.75, 1.0 mm) these parameters were chosen according to SANDVIC Tool
Manufacturing Company. The series of turning experiments were performed to measure the
surface roughness.

The MINITAB Statistical Software was used to calculate the signal-to-noise ratio (S/N), and
analysis of the variance (ANOVA), the best optimal levels and the effect of the process
parameters on surface roughness were obtained.

The parameters for experiment surface roughness were the feed (0.075mm/rev), cutting speed
(180.70 mm/min), depth of cut (3.0mm) and that conducted in experiment number five (5).

A conformation of experiment to obtained optimal levels of process parameters was carried
out in order to demonstrate the effectiveness and efficiency of the employed Taguchi method
as a tool to measure surface roughness.

Key words: - Computer Numerical Control machine (CNC), Taguchi method, SANDVIC
Tools, MINITAB Statistical Software.

Introduction:

The surface quality of the machined parts is one of the most specified customer requirements.
Hard machining technique allows manufacturers to simplify their processes and still achieve
the desired surface finish quality [1].

The quality of the surface plays a very important role in the performance of the turning as a
good quality turned surface significantly improves fatigue strength, corrosion resistance, or
creep life[2]. Surface roughness also affects several functional attributes of parts, such as
contact causing surface friction, wearing, and light reflection, load bearing capacity, coating
or resisting fatigue. Therefore, the desired finish surface is usually specified and the
appropriate processes are selected to reach the required quality [3].

The surface roughness is a measure of the irregularities on the surface of a component resulting
from machining operations. It is denoted by Ra namely, average roughness. Ra is theoretically
derived as the arithmetic average value of departure of the profile from the mean line along a
sampling length[4]. On the other hand, surface roughness depends on process parameters and
machining irregularities, such as cutting speed, the rate of feed, the depth of cut, material
properties, nose radius of tool and cutting fluid. A small change in any of the above factors
can have a significant effect on the surface produced [4,5].
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3.0 Experimental Procedure.

Equipment required, workpiece material, cutting tool type carbide with radius of (1.6mm),
CNC lath machine, MINITAB software for analyzing the data and surface roughness device.

3.1 Instruments and equipment used for the research.

The material investigated in this study was a medium carbon, steel C45 (AISI 1045) steel,
supplied in the form of @ 10 mm rolled rods of a nominal composition listed in Table 1.

Table 1. (chemical composition AISI 1045)[5]

Element C Si Mn Ni P S Cr Mo
Composition 0,43- Max | 0.5-0.8 Max 0.045 | 0.045 | Max Max
% 0.5 0.4 0.6 0.4 0.1

Figure 1. Work pieces Medium carbon steel (AISI 104).

3.2. CNC Machine.

In this work, External turning tests were performed. All of the turning tests were performed
under cooling conditions on Computer Numerical Control lathe machine (CNC). Type
Samsung PLA25 CNC lath which is shown in (figure 2a) and carbide cutting tool (coated
insert cemented carbide) (b). The CNC lathe having a maximum spindle speed of 3500 rpm
and a maximum power of 20 KW.

Figure 2a: Lath machine (CNC).
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Figure 2 (b): Shows the carbide cutting tool (coated insert cemented carbide).

3.3 Surface Roughness Measurement.

The Surtronic 25 has a uniquely engineered stylus lift mechanism which allows a vertical
adjustment of 50mm and rotation of the pick-up to different measuring positions, including
right angle or inverted measurements. These adjustments to the height and position of the
gauge allow areas and features of a part to be easily measured without additional complex
fixtures. This feature saves the operator a huge amount of set up time and allows total
flexibility.

Figure 3: Roughness test device (Surtronic 25).
3.4 Taguchi’s design.
The method which presented in this study is an experimental design process called the Taguchi
design method, (figure 4) illustrate the Procedure and steps of Taguchi Parameter design [4].

1-Select the Quality characteristic

2-Select noise factors and control factors

3- Select Orthogonal Array

4-Conduct the experiments

5-Analyze results: determine optimum
factor-level combination
6-Predict optimum performance

7- Confirm Experimental Design

Figure 4: Procedure and steps of Taguchi Parameter design [5]
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The employing design of experiments (DOE), described by Dr Taguchi, is one of the most
important statistical technique of Total quality management (TQM) for designing high quality
systems at reduced cost. Taguchi methods provide an efficient and systematic way to optimize
designs for performance, quality, and cost. Fundamentally, traditional experimental design
procedures are too complicated and not easy to use. A large number of experimental works
have to be carried out when the number of the process parameters increases. To solve this
problem, the Taguchi method has used a special design of orthogonal arrays to study the entire
parameter space with only a small number of experiments [6]. Taguchi methods has been
widely utilized in engineering analysis and consists of a plan of experiments with the objective
of acquiring data in a controlled way and in order to obtain information about the behavior of
a given process. The greatest advantage of this method is to save the effort in conducting
experiments. Therefore, it reduces the experimental time as well as the cost by finding out
significant factors fast [7].

Taguchi’s parameter design offers a simple, systematic approach and can reduce number
experiment to optimize design for performance, quality and cost. Taguchi method offers the
quality of product is measured by quality characteristics such as: nominal is the best, smaller
is better and larger is better. Optimization with Taguchi method in turning using conceptual
S/N ratio approach and Analysis of variance ANOVA can be concluded that Taguchi’s robust
design method is suitable to analyze the metal cutting problem. Conceptual signal-to-noise
S/N ratio and ANOVA approaches for data analysis draw similar conclusion.

3.5 Analysis Software.

MINITAB statistical software is used in this study for selecting the types of design to be used
for running the experiments, to display all possible combination of controllable factors and
analyzing data representing main and interaction relationship between them. This software
provides a wide range of basic and advanced data analysis capabilities [8]

4.Results and Discussion.

Considering that the literature suggested that feed rate has a much higher effect on surface
roughness and material removal rate than the other two parameters [9]. The feed rate, cutting
speed and depth of cut were then given three levels as shown in the table (2). These ranges
would be expected to produce a good finishing surface on the parts.

Table 2. Variable factor levels of medium carbon steel (1045).

Factor Level 1 Level 2 Level 3
Feed rate (mm/rev) 0.075 0.100 0.125
Cutting speed (rpm 166.24 180.70 197.32
Depth of cut (mm 2 2.5 3.0
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4.1. Select of orthogonal Array.
One of Taguchi method steps is selecting the proper orthogonal array (OA) according to the
number of controllable factors (cutting parameters). Since three factors were selected to study
in this research, three levels for each factor were considered. Therefore, L9 Taguchi method
has used special design of orthogonal arrays L9 ( 3% ) to study the entire parameter with only

a small number of experiments for surface roughness and material removal rate table (3).

Table 3. L9 (33) Taguchi orthogonal array.

Experiment number Feed rate Cutting speed Depth of cut

A B C
1 1 1 1
2 1 2 2
3 1 3 3
4 2 1 2
5 2 2 3
6 2 3 1
7 3 1 3
8 3 2 1
9 3 3 2

4.2 Conducting the Experiments.

The experiments, sorted in table (4), is randomly run by the CNC turning machine and Three
measured surface roughness data values were collected, S/N signal-to-noise ratio of each
experimental run were calculated in table 4. The signal-to-noise ratio is often written as S/N
or represented by the Greek letter (). In the Taguchi method, the term (signal) represented
the desirable value (mean) for the output characteristic and the term (noise) represented the
undesirable value Standard deviation (S.D) for output characteristic because of some other
factors which called (noise factors). Noise factors are those factors that are not controllable,
and whose influences are not known.

Table 4: Experimental design of medium carbon steel (1045)

Experiment Feed rate Cutting speed Depth of cut
number A (mm/rev) B (rpm) C (mm) Ral Ra2 Ra3
1 0.075 166.24 2.0 1.90 1.96 2.06
2 0.075 180.70 2.5 0.96 0.92 0.95
3 0.075 197.32 3.0 3.50 3.59 3.38
4 0.100 166.24 2.5 1.68 1.66 1.66
5 0.100 180.70 3.0 0.50 0.46 0.54
6 0.100 197.32 2.0 0.60 0.72 0.68
7 0.125 166.24 3.0 0.78 0.72 0.74
8 0.125 180.70 2.0 0.94 1.20 0.96
9 0.125 197.32 25 0.96 0.96 1.00
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Deflection and vibration, which may be occur on cutting tool and work piece material because
of cutting force during machining. The effect of uncontrollable noise factors is not the subject
of this study. Therefore, the S/N ratio is the ratio of the mean to the (S.D). Taguchi uses the
S/N ratio to measure the quality characteristic deviating from the desired value. The S/N ratios
seek out the strong effects and ascertain the best levels. The most desired situation is reached
when the signal is strong and the impact of the noise is weak. There are several S/N ratios
available depending on type of characteristic, lower is better (LB), nominal is better (NB), or
higher is better (HB) [6,.7]. The smaller is better quality characteristic can be explained as:

S/N =-10Log MSD 1)

Where:
MSD = the mean square deviation.
The mean square deviation for smaller-the —better characteristic is:

2 2
MSD: yl +"'+yn
n

)
Where n = number of measurements in trial/row, in this case, n=3 and yi is the measured
value in a run/row. We can then rewrite the S/N equation as:

2 2

S/IN =-10 Iog% ANRAIRE L
n

Table 5. Experimental Results for Surface Roughness

Experiment Response value S/IN Mean
number Ral(um) Ra2 (um) | Ra3(pm) value
1 1.90 1.96 2.06 -5.9089 1.97333
2 0.96 0.92 0.95 0.5053 0.94333
3 3.50 3159 3.38 -10.8591 3.49000
4 1.68 1.66 1.66 -4.4022 1.66000
5 0.50 0.46 0.54 6.0021 0.50000
6 0.60 0.72 0.68 3.4976 0.66667
7 0.78 0.72 0.74 2.5326 0.74667
8 0.94 1.20 0.96 -0.3412 1.03333
9 0.96 0.96 1.00 0.2331 1.0100

Table 6. Experimental Results for Surface Roughness
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Level Feed rate Cutting speed Depth of cut

1 -5.4209 -2.5928 -0.9175

2 1.6992 2.0554 -1.2212

3 0.8082 -2.3761 -0.7748
Delta 7.1201 4.6482 0.4464
Rank 1 2 3

Table 7. Response Table for Signal to Noise Ratio value of Surface Roughness.

Level Feed rate Cutting speed Depth of cut
1 2.1356 1.4600 1.2244
2 0.9422 0.8256 1.1922
3 0.9178 1.7100 1.5789
Delta 1.2178 0.8844 0.3867
Rank 1 2 3
100000

0 1 2 3 4 5 6 7 8 9
Expereimental Number

Surface Roughness
Value (pm)

Figure 5. Experimental Result of Surface Roughness Value.

Table (7) shows that the best surface roughness value was at machining the sample NO (5)
under the cutting parameters (feed rate = 0.100 mm/rev, cutting speed = 180.70 m/min and
depth of cut = 3.0 mm). All these data can be represented graphically as in figure (6).

Main Effects Plot for SN ratios
Data Means

Feed rate (mm/revO Cutting speed (m/min)
2 -
o /\0

-2 A / — o~

0.075 0.100 0.125 166.24 180.70 197.32
Depth of cut (mm)

Mean of SNratios

2.0 2.5 3.0

Signal-to-noise: Smaller is better

Figure 6: Mean Effects Plot for S/N Value of Surface Roughness

4.3 The response surface for surface roughness.
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Response surface are usually drawn to further appreciate the effect of cutting condition in the
tool performance in terms of surface roughness. Since the depth of cut is always specified by
the stock allowance, only feed rate and cutting speed are usually selectable in most finish hard
turning cases. The response surface is generated by changing cutting speed and feed rate
within the interested range.

This response surface in figures (9,10) is shows that from the 3D graph the small value for the
surface roughness are the better as mentioned in Taguchi methodology that the small value
is the better. It can be seen that cutting speed impacts the surface roughness performance more
significantly than feed rate does. Such response surface can help designers and engineers to
choose optimal cutting conditions in machining hardened materials.

Table 8. Response Table for the value of Surface Roughness.

Experiment number | surface roughness Ra Cutting condition

1 +261.96891 Feed Rate

2 +0.18787 Cutting Speed
3 +5.68112 Depth of Cut
4 -1.00832 Cutting Speed
5 -42.56580 Depth of Cut
6 +0.034946 Feed Rate

7 -275.32842 Feed Rate

8 -2.69229004 Cutting Speed
9 -4.95625 Depth of Cut

Ra ((um))

L

X1=A: Feed Rate
X2 = B: Cutting Speed

Actual Factor
C: Depthof Cut =1

Ra ((um))

g 95
B: Cutting Speed (m/min) 176 - 0085 A: Feed Rate (mm/rtv)
170~ 0.075

Figure 9. The relationship between surface roughness and both cutting speed and feed rate.
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Ra ((um))
349

05

X1 =A Feed Rate
X2 = B: Cutting Speed 4

Actual Factor
C: Depth of Cut = 1.17 3

Ra ((pm))

200

B: Cutting Speed (m/min)

Figure 10. The relationship between surface roughness and both cutting speed and feed rate.

4.4. Surface Roughness.

The optimum cutting parameters are feed rate 0.100 mm/rev, cutting speed 180.70 m/min and
depth of cut 3.0 mm. Three samples were machined under the optimal parameters that

170 0075

optimized in the study for the purpose of confirmation experimental.

A: Feed Rate (mm/rtv)

Table (9) shows the results of the conformation experimental. Compared with the predicted
value, the mean surface roughness of the two conformation experimental samples (0.503 pm),

which was very close to the predicted value of surface roughness (0.5000 pum). There for, the

conformation run indicated that the selection of the optimal levels for all the parameters

produced the best surface roughness

Table 9. Results of Conformation Experiments for Surface Roughness.

Sample Number Mean of Ra (um)
1 0.485
2 0.521
Mean 0.503

e N
6.15% B 0.21% = Feed rate
M Cutting
speed
e

vy

Figure 11. percent of control parameters on surface roughness of medium carbon steel (C45).
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The ANOVA analysis results can be seen in figures (11), shows the influence of each factor
on the performance of the turning process. According to ANOVA analysis of surface
roughness of medium carbon steel (C45), the feed rate influences the performance by 88.12%,
the depth of cut by 6.15% and cutting speed by 5.52%, and according to ANOVA analysis of
material removal rate of medium carbon steel (C45), the feed rate by 84.32%, the cutting speed
by 9.30% and depth of cut by 5.87%.

5. Conclusion.
In the study the Taguchi orthogonal array is employed to optimize the machining parameters,

with respect to surface roughness and material removal rate which produce by CNC turning
machine when machining medium carbon steel. Taguchi method used to study the effect of
three factors, such as feed rate, cutting speed and depth of cut under the same conditions.

1- Case one surface roughness

The optimum parameters for best surface roughness are obtained at feed rate 0.100 mm/rev,
cutting speed 180.70 m/min and depth of cut 3.0 mm. It has been observed that the feed rate
has the got the most significant influence on the surface roughness. A confirmation
experiments were carried out to obtain the optimal conditions. The minimum surface
roughness is calculated as 0.500 pum which is close to 0.503 pm that obtained in confirmation
experiments.

2-Case three the proposed methodology

The proposed methodology can help improve the state of the art of the cutting condition
optimization in machine turning. Eventually it will help machine turning to be a viable
technology. This modelling approach can also be further extended to appreciate the tool
performance of other machining processes.
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Abstract:

This research study is investigating the weldability of the low carbon steel through studying
the effects of the welding process parameters [welding current (1), arc voltage (U), welding
speed (S)] on the weld joints' quality on the weld bead geometry [bead width (W), bead height
(H), bead penetration (P)]. The crosses were welded using submerged arc welding. This study
is based on the assumption that the optimum parameters of the welding process that lead to
the optimum geometry of weld bead, must achieve high-quality welds, which can result in
better weld bead geometry, mechanical, and metallurgical properties. Where an experimental
part is based on the level factorial design of three process parameters. Then, the weld bead
characteristics were measured for each sample. A series of experimental data was used to
construct the mathematical models to predict the weld bead geometry characteristics for any
given welding conditions. The mathematical modelling was developed using the multiple
regression method by applying the multiple linear regression equation. The values of
coefficients of the linear equation for the weld bead characteristics were calculated by
regression method using package for social science SPSS software

Keywords: SAM, Weld Bead Geometry, Regression Analysis, Factorial Design, SPSS.

1. Introduction.

Submerged Arc Welding (SAW) is a high-quality welding process with a very high
deposition rate. It is commonly used to join thick sections in the flat position. SAW is usually
operated either as fully mechanized or automatically processed. However, it can be used
semi automatically as well. During SAW process, the operator cannot observe the weld pool
and not directly interfere with the welding process. As the automation in the SAW process
increases, the direct effect of the operator decreases and the precise setting of parameters
becomes much more important than manual welding processes. Figure (1) shows a schematic
of the sample, wire, and flux during submerged arc welding.
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Figure 1. a schematic of the sample, wire, and flux during submerged arc welding

The experimental part is based on three-level factorial design process parameters and analysis
of various process control variables and important weld bead parameters in SAW. In order to
investigate the effect of input parameters on output parameters that determine the weld bead
geometry, a series of experimental data was used to construct the mathematical models to
predict the weld bead geometry characteristics for any given welding conditions. The
mathematical modeling was developed using the multiple regression method by applying the
multiple linear regression equation. The value of coefficients of the linear equations for the
weld characteristics were calculated by a regression method using the package for social
science SPSS software. Murugan et al. [1] studied the relationships between the submerged
arc welding process parameters and the weld bead geometry of pipes. They reported that wire
feed rate has a significant positive effect, but welding speed has an appreciable negative effect
on penetration, whereas arc voltage has a less significant negative effect on penetration and
reinforcement, which indicate that weld bead geometry is influenced by these process
parameters. Serdar et al. [2] carried out a study on the sensitivity analysis of submerged arc
welding process parameters; they reported that the current is the most important parameter in
determining the penetration. Gunaragj et al. [3] in their study on heat-affected zone
characteristics in submerged arc welding of structural steel pipes, they developed
mathematical models to predict the heat-affected zone characteristics in submerged arc
welding and concluded that heat input and wire feed rate have a considerable positive effect
on almost all heat affected zone dimensions. Welding speed has a negative on all heat affected
zone dimensions, whereas different HAZ layers increase with the increase in arc voltage. In
addition to all these studies and investigations, there is still more work needed for the
optimization of process variables for various alloys. S. kumanan et al. [4] experiments are
conducted in the semi-automatic arc welding machine and S/N ratio are computed to determine
the optimum parameters, the percentage contribution of each factorial is validated by multi
regression analysis and ANOVA is conducted by using the SPSS software and the
mathematical model is built to predict the weld bead geometry for given input parameters over
output. Yang et al. [5] applied the curvilinear regression equation for modeling the submerged
arc welding process, they found that curvilinear equations are very helpful in providing useful
information. It is estimated that metal loss through vaporization was 4% for electrode positive
polarity and 8% for electrode negative polarity.
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2. Experimental Work:

The experimental part of this work is concerned with study the effect of input parameters
on output parameters. The input parameters selected are welding current, arc voltage, and
welding speed. The bead geometry characteristics (bead width, bead height, and bead
penetration) were measured and used as output parameters as shown in figure (2).

W

Figure 2. The weld bead geometry characteristic.

The as-received material used is a plate of low carbon steel (mild) steel, bead-on-plate
type welds were deposited on samples that were cut from the as-received material in a
rectangular with dimensions of 200*200*10 mm. The work piece used for the experiment
is shown in Figure (3). Where three levels factorial design of three process parameters
including interactions effects of the three parameters was used. This work involved
performing a number of 27 welds to obtain the necessary data to construct the mathematical
models. Table (1) shows three levels factorial design of three process parameters, while
welding conditions according to factorial design were presented in table (2). The measured
values of the weld bead characteristics were presented in table (3a and table 3 b and 3 c).

Figure 3. A workpieces used for the experiments

After performance of welding process, cross sections of the welds were cut and
metallographic samples were prepared using standard methods such as grinding, polishing,
and etching is shown in Figure (2), then the weld bead geometry characteristics were
measured by measuring instrument for measuring the micro-dimensions up to micrometer
of type Nikon V12 Tool Room Microscopy is shown in Figure (4).
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Figure 4. Nikon V12 Tool Room Microscopy

Table 1. Three levels factorial design of three process parameters.

Exp No. Process Parameters Exp No. Process Parameters Exp No. Process Parameters
A B C A B C A B C
1 1 1 1 10 2 1 1 19 3 1 1
2 1 1 2 11 2 1 2 20 3 1 2
3 1 1 3 12 2 1 3 21 3 1 3
4 1 2 1 13 2 2 1 22 3 2 1
5 1 2 2 14 2 2 2 23 3 2 2
6 1 2 3 15 2 2 3 24 3 2 3
7 1 3 1 16 2 3 1 25 3 3 1
8 1 3 2 17 2 3 2 26 3 3 2
9 1 3 3 18 2 3 3 27 3 3 3
Table 2. Welding conditions according to factorial design.
Exp Current Voltage Speed Exp Current Voltage Speed
No. 1(A) u\v) S(mm/min) No. 1(A) u(v) S
(mm/min)
1 350 26 400 15 450 27 600
2 350 26 500 16 450 28 400
3 350 26 600 17 450 28 500
4 350 27 400 18 450 28 600
5 350 27 500 19 550 26 400
6 350 27 600 20 550 26 500
7 350 28 400 21 550 26 600
8 350 28 500 22 550 27 400
9 350 28 600 23 550 27 500
10 450 26 400 24 550 27 600
11 450 26 500 25 550 28 400
12 450 26 600 26 550 28 500
13 450 27 400 27 550 28 600
14 450 27 500
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Table 3a. bead width (W): welding conditions and measured values according to factorial design.

Exp Current Voltage Speed Bead width Bead width Bead width
No. 1(A) u(v) S(mm/min) (W,) (mm) (W,) (mm) (W-) (mm)
1 350 26 400 15.430 15.570 15.500
2 350 26 500 14.125 14.095 14.110
3 350 26 600 11.175 11.125 11.150
4 350 27 400 16.650 16.658 16.654
5 350 27 500 15.340 15.280 15.310
6 350 27 600 12.355 12.375 12.365
7 350 28 400 17.835 17.815 17.825
8 350 28 500 15.745 15.775 15.760
9 350 28 600 13.250 13.180 13.215
10 450 26 400 21.340 21.320 21.330
11 450 26 500 18.935 18.975 18.955
12 450 26 600 15.380 15.360 15.370
13 450 27 400 22.845 22.855 22.850
14 450 27 500 19.350 19.650 19.500
15 450 27 600 15.580 15.620 15.600
16 450 28 400 22.870 22.910 22.890
17 450 28 500 18.835 18.855 18.845
18 450 28 600 16.525 16.565 16.545
19 550 26 400 23.460 23.480 23.470
20 550 26 500 20.625 20.655 20.640
21 550 26 600 18.080 18.040 18.060
22 550 27 400 25.040 24.960 25.000
23 550 27 500 21.250 21.350 21.300
24 550 27 600 18.725 18.715 18.700
25 550 28 400 27.240 27.280 27.260
26 550 28 500 23.700 23.740 23.720
27 550 28 600 19.450 19.550 19.500

[Bead width (W); W,, W, the measured values, and W- the mean of the measured value = (W.+W.)/2]

Table 3b. bead height (H); welding conditions and measured values according to factorial design.

Exp Current Voltage Speed Bead height height width height width
No. 1(A) u\v) S(mm/min) (H,) (mm) (H,) (mm) (H-) (mm)
1 350 26 400 3.805 3.795 3.800
2 350 26 500 3.745 3.775 3.760
3 350 26 600 3.335 3.365 3.350
4 350 27 400 3.640 3.660 3.650
5 350 27 500 3.140 3.360 3.250
6 350 27 600 2.735 2.665 2.700
7 350 28 400 3.085 3.115 3.100
8 350 28 500 2.595 2.655 2.625
9 350 28 600 2.100 2.220 2.160
10 450 26 400 3.730 3.770 3.750
11 450 26 500 3.250 3.300 3.275
12 450 26 600 2.795 2.825 2.810
13 450 27 400 3.230 3.300 3.265
14 450 27 500 2.715 2.795 2.755
15 450 27 600 2.350 2.280 2.315
16 450 28 400 2.620 2.560 2.590
17 450 28 500 2.295 2.275 2.285
18 450 28 600 1.740 1.790 1.765
19 550 26 400 3.300 3.240 3.270
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20 550 26 500 2.900 2.820 2.860
21 550 26 600 2.400 2.560 2.480
22 550 27 400 2.700 2.780 2.740
23 550 27 500 2.425 2.375 2.400
24 550 27 600 1.950 1.750 1.850
25 550 28 400 2.625 2.595 2.610
26 550 28 500 1.845 1.755 1.800
27 550 28 600 1.420 1.380 1.400

[Bead height (H); H,, H, the measured values, and H— the mean of the measured value = (H;+H,)/2]

Table 3c. bead penetration (P): welding conditions and measured values according to factorial

design.
Exp Current Voltage Speed Bead Bead Bead
No. I(A) u(v) S(mm/min) penetration(P,) penetration penetration
(mm) (P2) (mm) (P) (mm)
1 350 26 400 4.820 4.860 4.840
2 350 26 500 5.050 5.150 5.100
3 350 26 600 5.275 5.325 5.300
4 350 27 400 4.690 4.730 4.710
5 350 27 500 5.130 5.170 5.150
6 350 27 600 5.175 5.055 5.115
7 350 28 400 4.400 4.360 4.380
8 350 28 500 4.800 4.850 4.825
9 350 28 600 5.000 5.030 5.015
10 450 26 400 5.295 5.315 5.305
11 450 26 500 5.220 5.210 5.215
12 450 26 600 5.550 5.510 5.530
13 450 27 400 5.160 5.200 5.180
14 450 27 500 5.405 5.385 5.395
15 450 27 600 5.625 5.675 5.650
16 450 28 400 4.940 5.060 5.000
17 450 28 500 5.285 5.305 5.295
18 450 28 600 5.405 5.445 5.425
19 550 26 400 6.000 5.920 5.960
20 550 26 500 6.435 6.465 6.450
21 550 26 600 6.200 6.160 6.180
22 550 27 400 5.820 5.900 5.860
23 550 27 500 6.015 5.985 6.000
24 550 27 600 6.225 6.275 6.250
25 550 28 400 5.800 5.740 5.770
26 550 28 500 5.640 5.800 5.720
27 550 28 600 6.100 6.000 6.050

[Bead penetration (P); P,, P, the measured values, and P—the mean of the measured value = (P,+P,)/2]

3. MATHEMATICAL MODELING:

3.1 Analysis of multiple linear regression:

Mathematical modeling of the SAW process may be constructed using multiple
curvilinear regression analysis. In this regard, first, a mathematical form simulating the
relation between weld bead characteristics (bead width, bead height, and penetration) and
process parameters (welding current, welding voltage, welding speed) should be selected.
The regression coefficients are calculated based on this selected form by correlating the
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experimental data series. The general equation of the multiple linear regressions takes the
following form:
Y=a+h.X.+b.X:+b.X+.... +bX. +e @

Where:
Y is the dependent variable, which is to be predicted. X., X2, X3... X« are the k known
variables on which the predictions are to be made. a, b,, b, b.,...., b.are the regression
coefficients.
e is the error.
The equation (1) can be written in the following form:

Y=a+b.l+b.U+b.S+e 2
Y= (W=bead width, H=bead height, P=bead penetration, all in mm) I= welding current (A),
U=arc voltage (V), S=welding speed (mm/min) (a, b,, b., b.) are the regression coefficients.
e is the error.
3.1.1 The regression coefficients:

The coefficients values of the linear equations were calculated by the regression method
using the commercial statistical program SPSS software (statistical package for social
science). After the calculation of the regression coefficients, these coefficients were
evaluated for their significance at 95% confidence level by T-test.

Table 4 a. calculated regression coefficients for bead width (W)

Weld bead characteristic Regression coefficients a b, b, b;
-8.811 0.037 0.943 -0.029
Bead width T-test -1.644 18.971 4.897 -15.080
Significant 0.114 0.000 0.000 0.000

Table 4 b. calculated regression coefficients for bead height (H)

Weld bead characteristic Regression a b, b, b,
coefficients 20247 | 0.004 | 0501 | -0.004

Bead height T-test 28.623 -15.272 -19.721 -
17.370
Significant 0.000 0.000 0.000 0.000

Table 4 c. calculated regression coefficients for bead penetration (P)

Weld bead characteristic Regression coefficients a b, b, b,
5.606 0.005 -0.133 0.002
Bead penetration T-test 5.781 16.638 -3.828 5.598
Significant 0.000 0.000 0.001 0.000

Substituting these regression coefficients into equation (2), three mathematical models for
submerged arc welding can be obtained for weld bead characteristics. These models were
expressed by equations (3), (4), and (5).
W=-8.811+ (0.037*1) + (0.943*U)-(0.029*S)
H=20.247-(0.004*1)-(0.501*U)-(0.004*S)
P=5.606+ (0.005*1)-(0.133*U) + (0.002*S)
The correlation coefficients, which were used in this study to evaluate the total significant
of the mathematical models, are R, Rz, and adjusted-R:.

(3)
(4)
(5)
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R is the simple correlation coeficient.it measures the relation power between two variables
or more. R: is the determination coefficient. It is used to measure the explanatory power of
the developed models for the simple linear regression case (one independent variable with
one dependent variable). It is defined as the ratio of the sum of squares of the regression and
the total sum of squares. It can take on any value between 0 and 1 with a value closer to 1
Adjusted-R: is the correlation coefficient. It is to report the total explanatory power of the
multiple linear regression models (because it considers the number of the independent
variables). In general, it is best indicator of the fit quality. It also can take on any value less
than or equal to 1, with a value closer to 1 indicating a better fit. The values of the
coefficients R, Rz, and adjusted-R: for the bead characteristics are calculated by regression
method using SPSS software. The results were presented in tables (5a), (5b), and (5 c).
indicates a better fit.

Table 5 a. correlation coefficients for bead width (W) model.

Model

R

RZ

Adjusted- R?

Std. Error of the Estimate

Bead width

0.982

0.964

0.959

0.817052

Table 5 b. correlation coefficients for bead height (H) model.

Model

R

RZ

Adjusted- R?

Std. Error of the Estimate

Bead height

0.988

0.976

0.973

0.107807

Table 5 c. correlation coefficients for bead penetration (P) model.

Model

R

RZ

Adjusted-

R? Std. Error of the Estimate

Bead penetration

0.982

0.964

0.959

0.817052

3.2 accuracy of the models:

To determine the residual value in each experiment, the developed mathematical models
were used to predict the weld bead characteristics values [bead width (W), bead high (H), bead
penetration (P)] for 27 experiments according to factorial design of experiments, then these
values were compared with the measured and the residual values were calculated to determine
the error percentage in each experiment. The error percentage can be calculated by the
following equation:

% Error = [(measured value-predicted value)/predicted value]*100
Or % Error = [(residual/predicted value)*100]
Tables (6 a), (6 b), and (6 c) present the measured, predicted, residual values, and the error
percentage in each experiment.

(6)

Table 6 a. bead width (W); measured, predicted values, residual, and error percentage according to
factorial design.

Ex Bead Bead Erro Exp Bead Bead Error
p width width Re r No. width width Re (%)
No. W-(mm) w» (%) W-(mm w"
(mm) ) (mm)
1 15.500 17.057 -1.557 - 15 15.600 15.900 - -1.88
9.12 0.300
2 14.110 14.157 -0.047 - 16 22.890 22.643 0.247 1.09
0.33
3 11.150 11.257 -0.107 - 17 18.845 19.743 - -4.54
0.95 0.898
4 16.654 18.000 -1.346 - 18 16.545 16.843 - -1.76
7.47 0.298
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5 15.310 15.100 0.210 1.39 19 23.470 24.457 - -4.03
0.987
6 12.365 12.200 0.165 1.35 20 20.640 21.557 - -4.25
0.917
7 17.825 18.943 -1.118 - 21 18.060 18.657 - -3.19
5.90 0.597
8 15.760 16.043 -0.283 - 22 25.000 25.400 - -1.57
1.76 0.400
9 13.215 13.143 0.072 0.54 23 21.300 22.500 - -5.33
1.200
10 21.330 20.757 0.573 2.76 24 18.700 19.600 - -4.59
0.900
11 18.955 17.857 1.098 6.14 25 27.260 26.343 0.917 3.48
12 15.370 14.957 0.413 2.76 26 23.720 23.443 0.277 1.18
13 22.850 21.700 1.150 5.29 27 19.500 20.543 - -5.07
1.043
14 19.500 18.800 0.700 3.72 Average of error percentage = -1.19
(W"= the predicted, Residual Re=W—-W")
Table 6 b. bead height (H); measured, predicted values, residual, and error percentage according to
factorial design.
Exp Bead Bead Error Exp Bead Bead Error
No. height height Re (%) No. height height Re (%)
H—(mm) HA H—(mm) HA
(mm) (mm)
1 3.800 4.221 -0.421 -9.97 15 2.315 2.520 -0.205 -8.13
2 3.760 3.821 -0.061 -1.59 16 2.590 2.819 -0.229 -8.12
3 3.350 3.421 -0.071 -2.07 17 2.285 2.419 -0.134 -5.53
4 3.650 3.720 -0.070 -1.88 18 1.765 2.019 -0.254 -12.58
5 3.250 3.320 -0.070 -2.10 19 3.270 3.421 -0.151 -4.41
6 2.700 2.920 -0.220 -7.53 20 2.860 3.021 -0.161 -5.37
7 3.100 3.219 -0.119 -3.69 21 2.480 2.621 -0.141 -6.16
8 2.625 2.819 -0.194 -6.88 22 2.740 2.920 -0.180 -4.76
9 2.160 2.419 -0.259 -10.70 23 2.400 2.520 -0.120 -12.73
10 3.750 3.821 -0.071 -1.85 24 1.850 2.120 -0.270 7.89
11 3.275 3.421 -0.146 -4.26 25 2.610 2.419 0.191 -10.84
12 2.810 3.021 -0.211 -6.98 26 1.800 2.019 -0.219 -13.52
13 3.265 3.320 -0.055 -1.65 27 1.400 1.619 -0.219 -5.78
14 2.755 2.920 -0.165 -5.65 Average of error percentage = -5.78
(H”= the predicted value, Residual Re=H—-H")
Table 6 c. bead penetration (H); measured, predicted values, residual, and error percentage
according to factorial design.
EXP Bead Bead Error EXp Bead Bead =rror
lo. enetration netration Re (%) No. enetration enetration Re (%)
P~ pA P- pA
(mm) (mm) (mm) (mm)
1 4.840 4.698 0.142 3.02 15 5.650 5.465 D.185 3.38
2 5.100 4.898 0.202 412 16 5.000 4.932 0.068 1.37
3 5.300 5.098 0.202 3.96 17 5.295 5.132 0.163 3.17
4 4,710 4.565 0.145 3.17 18 5.425 5.332 0.093 1.74
5 5.150 4,765 0.385 8.07 19 5.960 5.698 0.262 4.59
6 5.115 4,965 0.150 3.02 20 6.450 5.898 0.552 9.35
7 4.380 4.432 -0.052 -1.17 21 6.180 6.098 0.082 1.34
8 4.825 4.632 0.193 4.16 22 5.860 5.565 0.295 5.30
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9 5.015 4.832 0.183 3.78 23 6.000 5.765 D.235 4.07
iy 5.305 5.198 0.107 2.05 24 6.250 5.965 D.285 4.77
11 5.215 5.398 -0.183 -3.39 25 5.770 5.432 D.338 6.22
12 5.530 5.598 -0.068 -1.21 26 5.720 5.632 D.088 1.56
13 5.180 5.065 0.115 2.27 27 6.050 5.832 D.218 3.73
4 5.395 5.265 0.130 2.46 Average of error percentage = 3.14

(P™=the predicted value, Residual Re=P—- P*)

4. Results and Discussion

In the first stage of this study (weld-on-plate), the application of the factorial design of
experiments was used performing 27 welds. Tables (3a), (3b) and (3c) present the welding
conditions and the measured values of the weld bead characteristics for 27 welds. Tables
(4a), (4b) and (4c) present the values of the regression coefficients and their statistical
significance for independent variables and that all the independent variables have significant
effects on the multiple regression models according to T-test at a significant level of sig
(pe)0.05; namely, welding current (1), arc voltage, and welding speed on the dependent
variables; namely, bead width, bead height, and bead penetration using SPSS software. It is
observed from table (5a) that the value of adjusted-R:=0.959 for the bead width, this means
that the independent variables, welding current, arc voltage, and welding speed could
explain=96% from the occurred changes in the bead width, and the rest =4% is referred to
other factors, while the value of adjusted-R-=0.973 for the bead height model as shown in
table (5b), it indicates that the independent variables could explain ~97% from the occurred
changes in the bead height, and the rest =3% is referred to other factors. For the bead
penetration model, the value of adjusted-R-=0.917 as shown in table (5c), indicates that the
independent variables could explain ~92% from the occurred changes in the bead
penetration, and the rest~8% is referred to other factors. The presented results in table (6a)
indicate that the average =1.19%. This means that the accuracy of the developed
mathematical model =98.81% for the bead width. For the bead height, table (6b), the
absolute value of the error percentage average=5.78%, this means that the accuracy of the
developed mathematical model=94.22%. For the bead penetration, table (6c), the average
of the error percentage=3.14, which means that the accuracy of the developed mathematical
model=96.86%. It is clear from figures (5a), (5b) and (5c) that there is good accordance
between the measured and the predicted values for the three characteristics of the weld bead,
which supports the validity of the developed mathematical models.
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It is clear from figures (6a), (6b) and (6c) that most points are located near the straight line. It
is an indication that the normal distribution of errors. In other words, the assumption of the
normal distribution is not violated.

Normal P-P Plot of Regression Standardized Residual Normal P-P Plot of Regression Standardized Residual
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Figure 6a. Normality distributed errors for bead Figure 6b. Normality distributed errors for bead
width (W) height (H)
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Figure 6a. Normality distributed errors for bead penetration (P).

5. Conclusions:
Based on experimental investigations and foregoing analysis, the following conclusions
can be drawn:

1. The three levels factorial design was found to be an effective tool for quantifying the main
and interaction effect of variables on the weld bead geometry dimensions.

2. The mathematical modeling was developed from the experimental data using the regression
method applying the multiple linear regression equation using SPSS software.

3. The developed mathematical models in this study can be effectively used to predict the
desired dimensions of weld bead geometry [bead width (W), bead height (H), bead
penetration (P)] for any given welding conditions. These mathematical models can be used
to optimize the processes and to develop an automatic control system for welding power
sources.

4. The F-test indicated that the mathematical model as a whole is significant.

5. Validation of the models and comparison of the measured and predicted values for the weld
bead geometry characteristics revealed that the average of the models accuracy is about 97%.

6. The output result from the effect of the process parameters on the weld bead geometry
characteristics revealed that the bead width increases with the increase in the welding current
and the arc voltage; and decreases with an increase in the welding speed. The bead height
decreases with the increase in the welding current, arc voltage, and welding speed. The bead
penetration increases with the increase in the welding current and speed; and decreases with
an increase in the arc voltage.
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Abstract

The paper presents an adaptive intelligent control method to overcome effects of some
indeterminate and undealt factors that a DC. drive is suffered. In the speed loop, we use a three-layer
neural networks through a backpropagation (BP) algorithm out of line learning to realize the fuzzy-control
tactics. We use unit neuron through Hebb algorithm on-line dynamic learning to realize adaptive
mechanism. The simulation is based on a MATLAB neural networks toolbox with simulink. The results of
the simulation show that adaptive intelligent control method enables the system to have good dynamic and
stability performance. The proposed method develops the use of simulink in the field of electrical drive of
adaptive intelligent control.

Keywords: DC motor, neural networks, and adaptive control.

1. Introduction

The performance of a DC drive system is effected by some indeterminate and undeal
factors, for example, the changes of moment of inertia, the change of amplificative multiple for
controlled object and driving device, etc [1]. How does the Controller automatically change self-
parameters to keep good performance of a system? One of many methods is to use adaptive
intelligent control. In order to check correctness and effectiveness of the scheme, we use simulation
experimentation. The senior languages BC or VVC can be used for our simulation. Also, we can use
MATLAB directly for simulation. The paper uses MATLABG.0 to realize Simulation.

2. Scheme Design of Adaptive Intelligent Control
2.1 Adaptive Intelligent Control System
The construction of adaptive intelligent control for a DC drive system is shown in Fig.1.
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fig.1 DC drive System of adaptive intelligent control
Where, Pl is the current regulator controller, the speed regulator is Combined by adaptive
intelligent controller with switch controller. When the motor is in starting stage, the switch
controller acts on. After the speed reaches a given value, adaptive intelligent controller acts on.

2.2 The Construction of Adaptive Intelligent Controller
The construction of adaptive intelligent controller is shown Fig.2.

MM adaptive mechanism

I__.' }Q :O—& N Adaptive
. v algearith
" X, m
B Intelligent | Motor - o
— Controller v v

Feadback

fig.2 Construction of adaptive intelligent controller

Where, intelligent controller is realized by fuzzy-neural networks controller (FNC),the adaptive
mechanism consists of the neuron predictor, model-distinguish and adaptive algorithm.

2.3 Design of Adaptive Intelligent Controller

2.3.1 intelligent controller
Intelligent controller uses a three-layer front neural networks of 3-4-1 construction. Two inputs

are the speed deviation (e) and the rate of the deviation (ec). The output is current-giving value ir.
The neural networks determine their weight values through the BP algorithm out-line learning.
The training data of neural networks are determinated by the system specifications of following
performance and resist-disturbance performance through fuzzy control rules.
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2.3.2 Adaptive Mechanism

Adaptive mechanism is the most characteristic part of all links for a DC drive system. Its main
function is that the system can automatically change self-parameters and control rules to maintain
high performance [2]. For example, if moment of inertia is changed in a large scope, or
mathematical models of controlled object is changed, output speed keeps unchanged. This function
is not able to realize if only depends on the control of front-series controller (intelligent controller).
Because the summarization and inference of mankind experience, dividing language variables into
group, selecting membership function of language variables, learning of neural networks, etc.
Cannot avoid having large or small errors, during design and realization of intelligent controller.
Therefore, control rules of intelligent controller cannot suit controlled object. After introduced
neuron adaptive mechanism, as the system operates, the models-distinguish is more and more
approximative controlled object. Control rules are also modified more and more suitale to
controlled object. So that, the system itself is able to regulate to satisfactory working condition [3].

Since adaptive mechanism uninterruptedly distinguishes controlled object on-line during system
operating, selecting the construction of neural networks is required to suit working performance
on line learning and to learn fast. Therefore, the system uses the neuron dynamic learning to realize
distinguishing function on line. The construction of neuron predictor and model-distinguish is
shown in Fig.3.

Fig.3. Neuron of adaptive mechanism

Where:

X1, X2: are the inputs of the neuron

Os: is the output of the neuron.

We use linear simulative function. Its slope equals 0.1; its characteristic can be represented as:
Os=0.1(W1X1+W2X2)

if Os >1 then 05:1 (1)
Os <-1 then Os:'l
Because the neuron of adaptive meghanism needs uninterruptedly learn on-line during system

operation. The Hebb algorithm was selectd as a learning supervisory algorithm.
Awz = M2(d-Os)x20s
Aw1= 11(d-Os)x10s (2)

W1 = WitAwg

W2 = WotAwp
Where: d is ideal output of the neuron i.e. teaching signal;ni,n2 are learning factor.
The following equations describe the learning factors:
Working process is divided into distinguishing and modifying processes. For example, during the
k order distinguishing process, input sample of the neuron is the speed ng(k-1) without adaptive
control and the speed n(k-1), expectance output is the speed n(k). We use [ng (k-1), n(k-1), n(k)]
as training samples and use supervisory Hebb learning algorithm to realize dynamic study. In
equations (1) and (2), we use x1=ng(k-1) , x2=n(k-1) , d=n(k) instead. After dynamic learning, we
can get modified weight values w1 and w». Thus, the information of mathematic a models about
controlled object are kept in these weight values.
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Modifying process is divided into two stages. Thus are predictive stage and error reverse-transfer
stage, (or adaptive algorithm stage). For example, in predictive stage of the k order the neuron is
in positive calculating condition
n (k+1) =0.1[wing (k) + w2n (k)] 3)

Where: ng (k) is output of front intelligent controller; n (k) is the k-order speed output of the system.

In error-reverse transfer stage the output of adaptive mechanism is determinated according to
predictive error between predictive speed n (k+1) and speed giving value n;.
nx:'o.l(Os'd) W1 (4)

Where: Os=n (k+1), it is predictive value,
d=n, it is speed giving value.

The final output of the K-order for adaptive intelligent controller is the sum of the k-order control
value for front intelligent controller and the k-order output of adaptive mechanism.

n (k) =ng (k) +nx ()

In summary, neural networks adaptive mechanism regulates control rules according to modifying
the output of front intelligent controller. Thus, the design of adaptive
intelligent controller is completed well.

3. Simulation for realizing control tactics

The requirement of dynamic performance for a DC drive system is to be as high as the
development of science and technology. Thus, modern control technology is widely used in the
field [4]. Consequently, the paper uses adaptive intelligent control. The Simulink and neural
networks toolbox based on MATLABSG.0 plat form provide better environment for building models
and simulation of complex and high-performance dynamic system.

3.1 Simulation Construction Drawing
A block diagram of the system simulation construction drawing of adaptive intelligent control in
simulink is shown in Fig.4.

- .
OHETe+

i “I ﬁl -

(i 1]

LR

o

Fig 4 System simulaton constrection drawing

Building adaptive intelligent controller needs to design through neural networks toolbox and
transfers into the model block in simulink environment [5]. First, we use net= newff function to
build three-layers front Bp networks of an intelligent controller, then we sequentially need to use
net. train Parma. goal to establish training objective error, to use net=init (net), net=train (net, p, t)
(where p,tis input and output sample vector data) to train neural networks. After finishing training,
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we use sim function and sample data to simulate trained neural networks. Finally, we use gensim
function to transfer designed object of neural networks into simulink type.

In the same way, we can build the neuron of adaptive mechanism and transfer it into simulink type.
Then, we take simulink types of intelligent controller and adaptive mechanism to build subsystem
in simulink , as neural networks model unit in Fig.4.

3.2 Simulation Results

We carried out the simulation corresponding to general P1 control and adaptive intelligent control
for speed controller under the following situations: Motor parameter (as the resistance) changes
from Ra to (1+10%) Ra, supply voltage changes from rated value Un to 50% Un, the load of the
motor suddly changes from zero to rated value, speed giving value equals 3800rpm.
One Part of simulation curves are shown in Fig.5 and Fig.6

R
Spezed s imrlatia |

. =spoes e I g |

== U F1 conkl o= 3500 r

L WEn f= 23S | [

B 5 A
T

Fig.5. Speed simulation response in general PI control (n, = 3800 rpm, when t=2.3 s, AT = Tin)
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Fig.6. Speed simulation response in adaptive intelligent control (n, = 3800 rpm, whent=2.3 s, AT =
Tin)

Table 1 shows a comparison between PI control and adaptive intelligent control
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Table 1. Anti-interference Performance Comparison

PI control Adaptiv Intelligent control

ACmax(rpm) t (s) ACmax(rpm) tr (s)
ATL=TLN | 28 rpm 0.49 9 0.19
AUd ='%UN | 10.36 rpm 0.49 4 0.1

Where: ACmax is maximum dynamic speed drop, tr is recovery time

The results of the simulation show that the speed of the motor can be kept in stability level when
operating conditions of the motor change. After, we use adaptive intelligent control. The system
has better adaptive stability.
The reason behind that is in PI control the parameters of speed regulator cannot be changed with
the changes of operating condition. While, in adaptive control they can automatically change.
Because neural network has this function which were trained before they are used as speed
regulator. Except for this reason, attached component nx (refer to fig.2) can compensate the change
of the speed deeply.

4 Conclusion
In this paper, neural networks toolbox and a simulink are combined to successfully carry out the
simulation of an adaptive intelligent control method for a DC motor drive system.
The results of the experiments conducted in this research show that the adaptive intelligent
control method used in a DC motor drive system has a high performance and the system keeps in
a steady-state.
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ABSTRACT

Molecular analyses of ten Fagonia species grown widely in the Libyan Desert have been carried
to investigate the taxonomic relationship between them and to evaluate the genetic distances
among them. To achieve our aim RAPD technique carried out through six arbitrary primers.
Comparing with ladder DNA marker, the obtained data were computerized and analyzed using
SYSTAT program. The studied species are F. arabica L., F. bruguieri DC, F. cretica L.,
F.glutinosa Delile, F. indica Burm., F. microphylla Pomel, F. sinaica Boiss, F. schweinfurthii
Hadidi, F. tenuifolia Steud. and F.thebaica Boiss. The genetic variability among the ten Fagonia
species estimated using the DNA protein sequencing obtained from primer 1, indicates that F.
indica and F. glutinosa are very closely related while F.cretica, F.microphylla and F.arabica
related to each other and gathered together in another group. The dendrograms of the six primers
via UPGMA method according to RAPD finger printing gave two clusters with homology
percentage 9%. The first one has F.microphylla and F.schweinfurthii at 50% similarity index. The
second cluster divided into two sub-clusters. The first one included three Fagonia species
(F.cretica; F.indica and F.glutinosa). The second sub-cluster subdivided into two other sub-
clusters. The first one contained F.arabica and F.bruguieri at 50% similarity index. The other sub-
cluster gathered F.sinaica and F.thebaica and, both species in genetic relationship with
F.tenuifolia.

Key words: DNA sequencing - Fagonia- Libya- Molecular analyses- Taxonomy- RAPD.

1. INTRODUCTION
Genus Fagonia is a member of Zygophyllaceae, subfamily Zygophiloideae which is included in

the eurosid | clade (APG 111, 2009). The genus comprises Thirty-five species all over the world
(Plant of the World, 2018). In Libya, there are only ten species growing in different phyto-
geographical regions (Abdul Ghafoor, 1977). Fagonia species are generally spiked under-hedge,
erect herbs, some species covered by glandular hairs, branches malign, stem terete, striate and
glabrous. Leaves simple or compound, 1-3 foliate; petioles from 3 - 30 mm long, profoundly
striate, extremely thin; stipules 2 sets of sharp thin thistles (Farheen et al, 2015; Puri and Bhandari,
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2014, Taia et al., 2015). The taxonomy of the genus is very difficult mainly due to a high degree
of phenotypic plasticity and adaptations to climatic conditions (Zohary 1972; Danin 1996).
Accordingly the taxonomy of the genus has been faced with many proposals. From the most
important work in the taxonomy of the genus is that done by Ozenda and Quézel (1956) who
grouped the North African Fagonia species into four natural groups, which can be considered as
sections according to Melbourne System of Nomenclature (2012). This division based mainly on
vegetative morphological characters, the Quezel four groups of Fagonia is (1) F. kahirina-cretica-
flamandii, (2) F. arabica-bruguieri, (3) F. glutinosa-latifolia, and (4) F. microphylla. Also, the
works done by EI Hadidi (1966) and Batanouny and Batanouny (1970) add another contribution
to the taxonomy of the genus. They grouped the 18 Egyptian species of Fagonia into three groups
based on anatomical structures; they constructed an artificial key for their identification based on
both morphological and anatomical characters. Taia et al. (2015, 2016, 2017 & 2021) studied the
Libyan species in different aspects to clarify the relationships between them. They found that the
morphological and floral characters can be of use in solving the taxonomical confussion between
the species.

After all the studies done, the delimitation of species in Fagonia is still in need to more
investigations for being notoriously difficult and confusing. This is caused by the great variation
in most morphological characters within many species and between individuals of the same species
grown in different habitats. The first complete modern treatment of the genus has been done by
(Beier, 2005). His work was mainly concerning the geographical distribution of the African
species, their center of origin and distribution. According to this revision, Fagonia considered a
genus of 34 species, distributed mainly in warm and arid areas all over the world, except Australia,
with great diversity of species in the Horn of Africa region and Baja California. Genus Fagonia is
one of the critical genera of the Zygophyllaceae family, as mentioned. Many species are very
closely allied and are linked by intermediate forms, which make a species delimitation rather
difficult. Previous works on the genus based mainly on vegetative, floral and anatomical
characters. Palynological investigations are few and when done it did not give important
suggestion for the division of the genus, For that, this study carried to clarify the taxonomical
relationship within the Fagonia species grown in Libyan desert by molecular analysis.

2. MATERIALS AND METHODS
Ten species belonging to genus Fagonia (F.arabicalL., F.bruguieriDC., F.cretical.,

F.glutinosaDelile., F.indicaBurm, F.schweinfurthiiHadidi, F.sinaicaL., F. microphylla,
F.tenuifoliaSteud., and F.thebaicaBoiss.) were subjected in this study. These species grown
mainly in sandy or gravelly habitats and tolerate with soil salinity. The specimens collected
through field trips during 2014 till 2017, to different locations covering most of the habitats in
Libya. The study area extends from the eastern plains (Al-Gabal Al-Akhdar) in the east to
GabalNaffusah (Nalut and Ghadames) in the west to Sebha and El-Kufra in south, the name of
20 visited locations as shown in (Tablel) (Map 1) during the period from 2014 till 2017. Ten
individuals from each species have been collected for herbarium preparations and allocated at EL -
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Mergib university herbaria. Leaves from each species were gathered, put in paper bags for the
molecular analyses.

Map 1. A sataliate google earth map showing detailed sector and the distribution of the diffreent locations in
the study area in Libya (® and arrows: Locations, e: Cities)

Tibesti

CHAD

Table 1. Name of 20 locations of the collected Fagonia species in Libya.

No Location Region No Location Region
1 Gharian ,Gebel Nafousa West 11  Wadi El-Aital west

2 Giado,GebelNafousa West 12 Sokna Middle
3 Mesallata west 13  Tagrenna, Jefren West

4 Alkhums west 14  Tazerbo South
5 WadiMalah, Nalut west 15  Gebel Uwainat South
6 Hun Middle 16  Wazen West
7 WadiDerna East 17 El-Soda mountain South
8 Tobruk East 18  Benghazi, Teka East

9 Weshka Middle 19 Al-Abidaa, Shahat, Ras EIl- East

Hellal
10 Brak, Sebha South 20  Musaid East

e Extraction of genomic DNA
Genomic DNAs of the ten Fagonia species were prepared according to Omega Co.

(USA.LMt.) manufacturer protocol as the following:

For each 100 mg leaf powders, 550 uL of lysis buffer solution were added; shacked gently;
incubated for 30 min on ice; centrifuged at 1200 rpm for 10 min at 4°C and the supernatant was
removed. The pellet was re-suspended in 1 ml of lysis buffer; centrifuged at 1200 rpm for 10 min
at 4°C and the supernatant was removed. The pellet was resuspended in 0.5 ml SE-buffer and
centrifuged at 1200 rpm for 10 minutes at 4°C. The supernatant was removed and the pellet was
resuspended in 1 ml SE-buffer. 40 ul proteinase K (10 mg/ml) and 250 pl 20% SDS were added;
shaked gently and incubated overnight at 37°C in a water bath. Then, 5 ml SE-buffer and 10 ml
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phenol were added; shaked by hand for 10 min and centrifuged at 3000 rpm for 5 min at 10°C.
The supernatant was transferred into a new tube; 1 ml phenol/chloroform/ isoamyl alcohol
(25:24:1) was added; shaked by hand for 10 min and centrifuged at 3000 rpm for 5 min at 10°C.
The supernatant was transferred again into a new tube; 1 ml chloroform/ isoamyl alcohol (24:1)
was added; shake by hand for 10 min and centrifuged at 3000 rpm for 5 min at 10°C. The
supernatant was transferred into a new tube; 100 pl of 3 M sodium acetate (pH 5.2) and 10 ml
isopropanol were added and shaked gently until the DNA precipitated. Finally, the DNA was
captured and transferred into a new tube by a glass pipette; washed with 70% ethanol; dissolved
in 0.1 ml TE-buffer (10mM Tris-HCI and 1mM EDTA-pH8) overnight at 4°C on a rotating shaker
and stored at the same temperature until use.

e Random Amplifid Polymorphic DNA (RAPD) procedure
Ready-To-Go RAPD Analysis Beads (GE Healthcare Life Sciences, 27-9502-01, with

primers) was used for the Random Amplified Polymorphic DNA (RAPD) technique according to
manufacturer protocol as the following:

e RAPD -PCR amplification

Using six arbitrary 10 mer primers Table (2), the total genomic DNAs were amplified
through GeneAmpPolymerase Chain Reaction (PCR) system cycler. The PCR reaction
components are shown in Table (3). The PCR program was performed in a thermal cycler
programmed at 40 cycles. Each cycle consisted of denaturation at 93°C for 30 sec followed by
annealing at 51°C for 30 sec and extension at 72°C for 30 sec. There was an initial delay for 15
min at 95°C at the beginning of the first cycle and 10 min delay at 72°C in the end of the last cycle
as a post extension step. The product was stored at —20 or 4°C.

Table 2. Arbitrary primers used for Fagonia genomic DNAs amplifications

Number of primer Nucleotide sequence (5'- 3')
1 GGTGCGGGAA
GTTTCGCTCC
GTAGACCCGT
AAGAGCCCGT
AACGCGCAAC
CCCGTCAGCA

Table 3. Master Mix components for PCR reactions

Master Mix component Amount Final concentration

Sterile nuclease free water 17.8 pl
10x Taq buffer 2.5l 1.0x

4mM PCR nucleotide mix 2.5l 0.2 mM

Primer (5pmol /ul) 1.0l 5.0 pmol

Taq DNA polymerase (5u /pl) 0.2 ul 10u
DNA extracted sample (50ng /ul) 1.0l 25.0 ng
Total 25.0 ul
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e Agarose gel electrophoresis and detection of the amplified products

5 ul of each PCR products were separated on agarose gel electrophoresis using 1.5% (w/v)
agarose in 0.5x TBE buffer. Electrophoresis was performed at 80 Volt for 100 min in 0.5x TBE
buffer (50 ml of 10X TBE stock solution {Tris-base (108g); Boric acid (55g) and EDTA -pH 8
(9.3g) in 1 L distilled H,O} was added to 950 ml distilled H.O) as running buffer. Then, the gel
was stained with 0.5pg/ cm?® (w/v) ethidium bromide solution for 30 min followed by 20 min
destain in distilled water. Finally, the gel was photographed by gel documentation system and the
lengthof each band was estimated usingthe DNA ladder marker.

e Data analysis
Gel documentation system (Geldoc-it, UVP, England) was applied for data analysis using
Totallab analysis software, ww.totallab.com, (Ver.1.0.1).

3. RESULTS

Random amplified polymorphic DNA (RAPD) analysis:

In order to evaluate the genetic distances among the tenFagonia species understudy, RAPD
technique was employed through six arbitrary primers. Comparing with ladder DNA marker, the
obtained data were computerized and analyzed.

For each primer, the numbers and lengths of the reproducible fragments varied from species
to another (Figure 1 and Tables 4). The maximum number of the amplified bands (9) was recorded
for Fagonia thebaica with primer-5. The DNA lengths of these fragments ranged from 1030.769
to 88.000bp. On the contrary, primers 1 and 2 amplified only 2 bands for F. sinaica (769.884 and
306.473bp) and F. cretica (339.142 and 149.588bp). The largest DNA fragment lengh
(1033.333bp) was recorded for F.tenuifolia with primer-4 and the lowest one (76.000bp) was for
F.sinaica with primer-5.

Also, the computraized RAPD data revealed that, the amplified fragments ranged from 34
for primer-3 to 62 for primer-5 with total of 268 reproducible fragments (Table 5 and Figure 2).
The polymorphic bands were 107 (39.9% polymorphism). The minimum number of the
polymorphic fragments (10) was indicated for primer-2 with polymorphism percentage 25.6%. In
contrast, primer-5 exhibited the maximum number of polymorphic bands (41) and polymorphism
(66.1%). Intermediate valus were illustrated with the other primers. The polymorphic fragments
for primers-1; 3; 4 and 6 were 13; 14; 15 and 14 with 34.2; 41.1; 35.7 and 26.4% polymorphism,
respectively.
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Figurel. Photographs illustrating RAPD products for ten Fagonia species using six randomly primers. Lane 1:

ladder DNA marker with fragments lengths in base pairs (bp); Lanes 2-11: Fagonia arabica; Fagonia
bruguieri; Fagonia cretica; Fagonia indica; Fagonia glutinosa; Fagonia microphylla; Fagonia
sinaica; Fagonia schweinfurthii; Fagonia tenuifolia and Fagonia thebaica, respectively.

Table4. Numbers and lengths of the reproducible fragments for ten Fagonia species using primers 1 to 6:

Primer-1

Fagonia arabica
. bruguieri

. cretica

. indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

MMM mmmm

A A BANDDOWWOODMO

Total

w
(ee]

816.496 — 28.571
784.604 — 305.649
808.088 — 335.282
800.000 — 351.282
816.496 — 305.649
808.088 — 314.608
769.884 - 306.473
769.884 — 306.473
1014. 286 — 553.291
984.944 —100.000
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[ oo | Omisomes | Saeshist |

Fagonia arabica
. bruguieri

. cretica

. indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

F
F
F
F
F
F
F
F
F

Primer-2

AP, O®

Total

Fagonia arabica
. bruguieri

. cretica

. indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

MMM

w
[{e]

Primer-3

3
3
3
4
3
4
4
3
4
3

Total

Fagonia arabica
. bruguieri

. Cretica

indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

F
F
F.
F
F
F
F
F
F

w
B

Primer-4

abrpPpowopbdbbhboapropd>

Tolal

SN
N

970.327 — 139.980
536.609 — 139.980
339.142 — 149.588
632.243 — 158.937
632.243 — 356.681
818.413 — 290.597
700.000 — 206.729
700.000 -218.640
736.608 — 237.373
725.542 — 228.750

996.316 — 749.568
1000.000 — 736.673
967.981 — 619.900
992.344 — 577.093
992.344 -446.694
987.579 -85.714
987.579 - 676.136
971.840 -490.312
975.452 -169.118
957.452 -469.280

936.145 — 411.427
936.145 — 343.964
936.145 — 630.555
913.014 - 187.799
894.345 — 157.593
906.233 — 166.681
920.292 - 166.681
889.219 — 135.170
1033.333 — 483.065
981.009 — 242.313
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[ Species | Numbersoffragments | Fragments lengths (bp) ||

Fagonia arabica
. bruguieri

. cretica

. indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

F
F
F
F
F
F
F
F
F

Primer-5

O OO ~NO OO OO

Total

Fagonia arabica
. bruguieri

. cretica

. indica

. glutinosa

. microphylla

. sinaica

. schweinfurthii
. tenuifolia

. thebaica

MMM

(3]
N

Primer-6

P OWWOUIN N OO U1 O

Total

Total number of
Primer amplified fragment

)]
w

Number of

polymorphic fragment

1000.000 - 119.951
1007.692 — 131.926
925.996 — 100.000
982.627 — 100.000
1030.769 — 127.934
857.248 — 88.000
876.967 — 76.000
880.816 — 80.000
982.627 — 139.914
1030.769 — 88.000

967.797 — 153.737
926.442 — 214.831
933.972 -189.473
909.486 — 228.385
944.168 — 142.721
922.445 — 153.737
930.282 — 204.660
707.991 — 221.857
522.397 -210.979
555.991 — 202.379

Percentage of
polymorphism (%)

38

13

34.2

39

10

25.6

34

14

41.1

42

15

35.7

62

41

66.1

53

14

26.4

268

107

39.9
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1 2 3 4 5 6

Figure2. Histogram illustrating the computerized RAPD results of ten Fagonia species using six arbitrary primers.

The phylogenetic relationships among Fagoniaspecies baesd on RAPD data:
The genetic variability among the ten Fagonia species were estimated using the DNA

fingerprinting data of each primer (Figure 3) and all primers (Figure 4) via UPGMA method.

The dendrogram based on primer-1 demonstrated two clusters with homogeneity < 5%. The
first one contained only F. bruguieri. The second cluster divided into two subclusters with
similarity 7%. The first subcluster grouped five species. The most related species were F. indica
and F. glutinosa with homogeneity 69% and, both species had homology percentages 51; 37 and
29% with F.cretica, F. microphylla and F. arabica, respectively. The second subcluster consisted
of four species. The similarity of F. sinaica and F. schweinfurthii was 69% as well as F. tenuifolia
and F. thebaica had relative homogeneity 51%.

Two main clusters were also detected for primer-2 with homology percentage <10%. The
first one included F. microphylla; F. sinaica and F. schweinfurthii. F. sinaica and F.
schweinfurthii had homogeneity 67% and, both species were similar to Fagonia microphylla with
36%. The other cluster divided into two subclusters with homology percentage 11%. The first one
included F. arabica, F. bruguieri, F. cretica, F. indica and F. glutinosa. The most related species
were F. cretica and F.indica with homogeneity 81% and, both species had similarity 64 and 55%
with F.bruguieri and F. glutinosa, respectively. All the four species had relative homogeneity
23% with Fagonia arabica. The second subcluster contained F. tenuifolia and F.thebaica with
homology percentage 76%.

The dendrogram based on primer-3 exhibited two main clusters with similarity 5%. Each
cluster divided into two groups forming finally four subclusters. The first subclusterhad

Vol. 03 No. 01, Dec 2021 | OPEN ACCESS - Creative Commons CC

87



angn Surman Journal for Science and Technology | ISSN: E 2790-5721 P 2790-5713
Vol3, No.1, Dec_2021, pp. 078 ~ 093

homogeneity 9% with the second one and included only F. microphylla. The second cluster
grouped three species. F. arabica and F.bruguieri related to each other with homology percentage
34% and, both species similar to F. sinaica with 29%. The relative homogeneity betwee the third
and fourth subclusters was 11%. The third subcluster consisted of F. indica and F. glutinosa with
similarity 59%. The three species F. cretica, F. schweinfurthii and F. thebaica of the fourth
subcluster had homology percentage 35% and, were similar to F. tenuifolia with 25%.

Three clusters were detected for primer-4. The first one divided into two subclusters with
homogeniety 23%. The first subcluster included F. bruguieri and F. cretica with homology
percentage 72% and, both species were similar to F. arabica with 35%. Four species were grouped
in the second subcluster. F.glutinosa and F. microphylla were closly related with similarity 80%
and hadhomology percentages 52 and 42% with F. sinaica and F. indica, respectively. The second
cluster was related to the first one with homogeniety 20% and included only F. schweinfurthii.
The genetic relationship between the third and the second clusters was 19% and, the third one
cosisted of F. tenuifolia and F. thebaica with similarity 34%.

For primer-5, two clusters were indicated with homology percentage 5%. The first one
diveded into two subclusters with similarity 9%. The first subcluster grouped Fagonia indica and
Fagonia sinaica with homogeneity 34% and, both species were similar to Fagonia cretica with
22%. The second subcluster included Fagonia schweinfurthii and Fagonia tenuifolia with
homology percentage 21%. The second cluster divided also into two subclusters with similarity
15%. F.arabica and F. glutinosa grouped in the first subcluster with homogeniety 33% and,
both species were related to F.bruguieri with homology percentage 26%. The second subcluster
consisted of F.microphylla and F. thebaica with 26% similarty.

Primer-6 exhibited two main clusters with homogeneity < 5%. The first one grouped
F.bruguieri and F. indica with genetic homology 40% and, both species were similar to F. sinaica
with 25%. The second cluster divided into two subclusters with homology percentage 5% and, the
first subcluster contained only F. schweinfurthii. The second one subdivided into two sub-
subcluster. The first one included only F. thebaica with similarity 26% and, five species were
grouped in the second sub-subcluster. The most related species were F. arabica and F. microphylla
with homology percntage 53%. F. cretica and F. glutinosa were also similar with 45%. The four
species were related to F.thebaica with 31% similarity.
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Dendrograms presenting the phyllogenetic relationships among the ten Fagonia species based on
each primer data. Lanes 2-11: Fagonia arabica; Fagonia bruguieri; Fagonia cretica; Fagonia
indica; Fagonia glutinosa; Fagonia microphylla; Fagonia sinaica; Fagonia schweinfurthii;
Fagonia tenuifolia and Fagonia thebaica, respectively.

Figure (4) presents the dendrogram of all primers via UPGMA method according to RAPD
fingerprinting. Two clusters with homology percentage 9% were indicated. =~ The first one
contained F. microphylla and F. schweinfurthii with similarity 50%. The second cluster divided
into two subclusters. The first one included three Fagonia species (F. cretica, F. indica and F.
glutinosa). The homogeniety between Fagonia cretica and F. indica was 50% and, both species
related to F. glutinosa with 40%. The second subcluster subdivided into two sub-subclusters.
The first one contained F.arabica and F. bruguieri with 50% similarity. The other sub-subcluster
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grouped F.sinaica and F. thebaica with homogeniety 50% and, both species in genetic relatioship
40% with F. tenuifolia.

T v T Y
0.20 0.40 0.60 0.80 1.00

Fig. 4. Dendrogram showing the phyllogenetic relationships among the ten Fagonia species based on all
primers data. 1-10: F. arabica, F. bruguieri, F. cretica; F. indica, F. glutinosa, F. microphylla, F.
sinaica, F. schweinfurthii, F. tenuifolia and F.thebaica, respectively.

4. DISCUSSION

Genus Fagonia belongs to subfamily Zygophylloideae which is the largest subfamily of the
Zygophyllaceae and consists of Six
genera; Zygophyllum, Fagonia, Augea, Roepera, Tetraena and Melocarpum (Beier et al.,
2003, Bellstedt et al., 2008). Genus Fagonia considered as one of the most difficult genera in the
circumscription of the species belonging to it. This genus is objected to many taxonomic
investigations to clarify the most significant relations between its species. From the most important
taxonomical studies are those of Quezel (1956), El-Hadidi (1966), Batanony and Batonony (1970)
and Taia (2015, 2016, 2017 & 2021). The morphological, floral and anatomical investigations
done by (Taia et al., 2015, 2016 & 2017) clarified that the vegetative characters can help in
identifying some species. They clarified that the spiny stipules beside the leaf micro-morphological
characters can be of help in the identification of some species. From the most noticeable character
which can be important taxonomic one in grouping of the species is the presence of the knee-like
structure in the style of the carpels in some species, this add new characters in the delimitation of
the taxa (Taia et al., 2016). Internal structures especially the pith shape can be of use in the
grouping of the species as mentioned before by Boissier (1867). El-Hadid (1966) and Taia et al.
(2017) found that the internal structure variations can help in the discrimination of the species.
Palynological studies on this genus are few and did not give valuable opinions about the
delimitation of the species. For that, this investigation has been done as a trial to clarify the
Molecular variations among the Libyan species.

Molecular analyses of the Fagonia species have not investigated till now and previous works dealt
with the origin and distribution of some species. Accordingly, this work considered from the first
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works in this concern. The data obtained from the DNA analysis using primer 1 indicated that F.
indica and F.glutinosa are very closely related as well as F.cretica; F.microphylla and F.arabica,
which came together in another group. These groupings don't coincide with the clustering of the
species according to their vegetative morphological ones (Taia et al., 2015), but partly in
agreement with the floral morphological characters (Taia et al., 2016). The genetic similarity
between both F.sinaica and F.schweinfurthii cannot be noticed externally by their vegetative
morphological characters, but the genetic similarity between F.tenuifolia and F.thebaica is
obvious morphologically by both vegetative and floral characters. The same results obtained by
using primer 2, as both F.cretica and F.indica are morphologically and anatomically different,
while F.bruguieri and F.glutinosa partly share their floral characters.

Primer 3, grouped the studied taxa in two main groups, all of them in one homogenous group while
F.microphylla alone in another group. This result indicates that all the Fagonia species are closely
related and coincide with the other morphological and anatomical investigations. Primers 4 and 5
grouped the taxa into two main groups and kept both F.sinaica and F.indica as well as F.tenuifolia
and F.thebaica, each two, closely related. Primer 6 bring F.sinaica and F.indica together, as the
previous primers, but F.thebaica and F. schweinfurthii, each came in a separate subgroups, while
F.cretica and F.glutinosa came together and both closely related to F.thebaica.

The dendrogram of all primers via UPGMA method according to RAPD fingerprinting gave two
clusters with homology percentage 9%. The first one containing F.microphylla and
F.schweinfurthii with similarity 50%. The second cluster divided into two subclusters. The first
one included three Fagonia species (F.cretica; F.indica and F.glutinosa). The second subcluster
subdivided into two sub-subclusters. The first one contained F.arabica and F.bruguieri with 50%
similarity. The other sub-subcluster grouped F.sinaica and F.thebaica and, both species in genetic
relationship with F.tenuifolia. Meanwhile the division of the studied taxa is not the same in each
tool separately. This reveals that the delimitation of the Fagonia species is still unclear and the
relation between the species is confusing as well. For better understanding the genetic relationship
between the Fagonia species more molecular and chemical analyses needed for better taxonomic
classification and genetic relations.

From this study we can conclude that the Molecular analysis done of genus Fagonia are of limited
help in the classification of the genus, and more detailed analyses needed. Also the taxa within that
genus need further breeding experiments to investigate the delimitations within its taxa.
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Abstract
Technologies for suspect identification, detection, and recognition have become more critical in recent

years. As a result, face recognition is an almost commonly used biometric technique. Investigators for
Criminal and forensic computer vision researchers are interested in the human-recognized face sketches
were drawn by artists. Hand-drawn face sketches are, according to studies, still extremely rare, both in
terms of artists and number of drawings, since forensic artists prepare victim drawings based on
descriptions were provided by eyewitnesses following an incident. Masks are sometimes used to conceal
standard facial features such as noses, eyes, lips, and skin color, but face biometrics' outliner features are
impossible to conceal. This paper concentrated on a particular face-geometrical feature that could
calculate some similarity ratios between composite template photos and forensic sketches. Computer vision
techniques such as Two-Dimensional Discrete Cosine Transform (2D-DCT) and the Self-Organizing Map
(SOM) Neural Network are used to design a system for composite and forensic face sketch recognition.

Introduction:
Face recognition relies on still images, which can be divided into two categories: image-based and

feature-based. Human-machine interfaces, automatic access control systems, and forensic
investigations use face recognition to identify faces in images by comparing them to a database of
stored faces [3]. It involves the design and development of a system for identifying forensic face
sketches. Faces cropped from images are compressed using the 2D-DCT image compression
technique. Using pixel reshaping after image compression, the neural network is prepared to accept
image classes as inputs. An algorithm for training neural networks using image data is called SOM
(Self-Organizing Maps). Simulink assigns unsupervised weights to inputted face sketches during
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training and learning[6]. Facial recognition systems are used as the basis for this project.
Simulation and program source code are executed in MATLAB and Simulink.

Related Work
Face detection matching between two facial photographs is a widely studied problem in computer

vision, pattern recognition, and biometrics. Matching facial sketches to photographs and detection
is the most problem with only a limited amount for published working [2]. Most study has been
used viewed sketches drawn when viewing the mugshot photograph. Further, the studies that
considered operational forensic sketches did not address the use of sketches[3].

Previous studies have been focused on automatic face recognition systems using composite
sketches. The first used a combination of local and global features to represent sketches [5], but it
required user input in the form of relevance feedback in the matching or recognition and phase
detection. The authors in [7] used a small gallery in their experiments (300 facial photographs).
The method proposed by Han et al. [9], used a component-based approach to match facial sketches
to mugshots. While Han et al. used a large gallery and created a method that is fully automatic by
machine, the composite sketches using the create while viewing the mugshot photograph (viewed
forensic composite sketches) which does not reflect operational scenarios. This study was used
forensic sketches from trusted URL websites (biometrics) and composite sketches were created.
Furthermore, were compared the recognition accuracy of composite sketches forensic sketches
using two different automated face recognition systems[8].

Problem Statement

Criminal suspect face sketch recognition has grown in popularity due to increased security
demands, forensic investigation, and potential commercial and law enforcement applications.
Forensic face sketch recognition is a challenging problem, and there is no feasible technique that
can provide a robust solution to all situations and different applications. It is for these reasons that
this study is focused on developing an efficient face sketch identification system. In addition to
being used as an original face image police database, the digital mugshot is thought to be drawn
by forensic artists.

Witness . Feedback
(‘ ]
Modify Photo
Photo Database
Artist :> :> in Police :>
( Sketch drawing Sketch

Search
software ) Public
> Space

Figure 1 : Search for suspects from photo database using sketch drawing.
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Methodology

This work's methodology was developed based on information gathered and processed during the
study and research phases. The following technique will be used to design and implement the
forensic face sketch identification system.

Stepl: Data gathering of face images of subjects from database.

Step2: Pre-processing of face images, i.e., copping, grayscale conversion.

Step3: Importing face images into MATLAB.

Step4: Discrete Cosine Transform (DCT) image compression of face image classes.

Step5: Design of a Self-Organizing Map (SOM) Neural Network in MATLAB.

Step6: Input faces image classes into SOM Atrtificial Neural Network (ANN).

Step 7: Training the neural network and simulating it for different input face sketch images.
Step8: Testing and validation of the program and technique.

Images processing Grayscale Left Eye-
from E> in E> conversion |E> Right Eye-
CUHK MATLAB in NOSE-LipS
Database MATLAB Cropping
Taken with same 512x512 Black & Croppin
frontal position and
Images
SOM Class <:| Images
Neural Resized in Class
ouT Network 2D-DCT | MATLAB Database
64x64 sector 8x8 pixels

( Image Reshapned )

Figure 2: illustrates the flowchart proposed for designing the forensic and composite face sketch
recognition system based on the methodology.

Face Detection

To locate and extract the facial region from a face sketch image background, face detection is a
necessary first step in the process.

A. General Background

Humans perceive faces in their entirety, not in their features. According to this theory, features'
presence and geometrical relationship are far more important than their specific details. Humans
can also detect faces in a wide range of conditions, including dim lighting and from a distance[11].
Humans are believed to detect faces in images with two grey levels of 100 to 200 pixels.
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Face detection, on the other hand, is a difficult task in computer vision. A face can be detected in
a digital image through segmentation, extraction, and verification. A great deal of research has
been done on this topic, which is why it is so essential in the computer vision field. As shown in
Figure 3, all existing methods for automated face recognition rely on three steps: face detection,
facial feature extraction, and expression classification.

Input Image

d

Face Detection

Facial Feature
Extraction

Face Recognition

Identification

Figure 3: General Steps for Face Recognition

B. Face Sketch Recognition
Generic and discriminative approaches to sketch recognition can be distinguished. Digital images

are represented by sketches, which are matched to the query sketch or vice versa. Differential
methods extract and match features from a given digital image and sketch pair but do not create
the corresponding digital image from sketches.

C. JPEG Image Coding Standard

Encoding and decoding were based on the Discrete Cosine Transform (DCT) when the Joint
Photographic Experts Group (JPEG) created the first international standard for still image
compression. As a lossy image compression format, JPEG is widely used. Codec and file format
are both specified by JPEG. JPEG specifies both the codec and file format. Due to specified by
Annex B, it is referred to as "JPEG Interchange Format.” In terms of lossy encoding, the JPEG
standard specifies three different modes: sequential, progressive, and hierarchical, and a single
mode of lossless encoding[13]. When it comes to JPEG image compression, there are four basic
steps.
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e Block Preparation

e Discrete Cosine Transform

e Quantization

e Encoding

This transform sums up sinusoids of varying magnitudes and frequencies to represent an image. A

two-dimensional discrete cosine transform (DCT) of an image can be computed using the dct2
function. Most visually important information about the image is concentrated in just some
coefficients of the DCT for a typical picture. Thus, DCT has become a popular image compression
method in recent years. The DCT, for example, is at the heart of the JPEG algorithm, an
international standard for lossy image compression.

Simulink Description

Simulink is a dynamic systems modeling, simulation, and analysis tool that comes with MATLAB.
System models can be in continuous time, sampled time, or a hybrid. Different parts of a system
can be sampled or updated at different rates, making the system multi-rate. A system can be
modeled using Simulink, and users can see what happens due to their questions. As well as building
models from scratch, Simulink also allows for the addition of existing models[14]. A large number
of engineers use Simulink to model and solve real problems in a variety of industries around the
world

Neural Network Design

Self-Organizing Maps (SOMs) were selected as the technique for the face sketch identification
system based on improved data management and neural network accuracy. MATLAB was used to
create the training database for SOM, which consisted of many image data points divided into five
classes: left eye, right eye, nose, frontal face, and lips. Next, a SOM was created using MATLAB's
Newsom command. Each row of vector P was given a minimum and maximum point in the SOM
network's parameters. There were a total of 64 minimum and maximum points chosen.The SOM
neural network was trained for 1000 epochs when it was created. The trained images were used to
simulate the SOM neural network. This was done after the SOM neural network was trained and
simulated for images in the training database. Using a minimum absolute deviation, the SOM
neural network is simulated for an input face image. After finding the images from the training
database that match the closest, they are classified. In the forensic face sketch recognition system,
the subject is classified. Simple if and else statements were used in MATLAB to classify data.

Holistic based face recognition

There were many methods that have been shown to be effective techniques for matching a facial
sketch probe against a gallery of mugshots [9]. Following normalization, three filters are applied
to both the probe sketch and the gallery image to compensate for the differences in modality. After
a facial sketch/mugshot into many uniform patches, SIFT and multi-scale local binary pattern
(MLBP) [10] features are extracted from each patched. Training for machines in the form of the
sampling linear discriminant analysis (RS-LDA) [12] is used to improve the recognition accuracy.
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To measure the similarity between feature vectors, the holistic method uses the cosine similarity
measure.

Component based face recognition

The component based method was proposed into match composite sketches to photos using two
different facial composite systems (FACES and IdentiKit). In the component based method, facial
components are automatically localized by detecting landmarks with an active shape model. A
local descriptor-based representation by MLBP , then utilized to capture the texture and structure
at various scales in each facial component. The component based method uses linear discriminant
analysis to improve recognition accuracy. Block based feature extraction is employed to spatially
encode the structural information of each facial component. The most accurate components to be
used during score fusion are determined empirically for each sketch modality. This representation
is consistent with the process of composite sketch synthesis in facial composite systems.

Experimental Results

In total, our facial sketch dataset consists of many forensic sketches and composite sketches with
corresponding mugshots and demographic information. The true mugshot age was calculated to
be the average of the age range provided by the volunteer while describing the suspect. To make
analysis more realistic, this extended the gallery to include more than 1000 mugshots. resulting in
a gallery size of about a thousand . Demographic information of the subjects in this dataset can be
found in Table 1.

Tablel: Demographic information of the many subjects in the gallery set.

Males Females
Age Range Age Range

Ethnicity >18 >26 >35 S Ethnicity >18 >26 >35 5

and and and < and and and <
60 60

<25 <35 50 <25 <35 50

Black 90 270 378 45 Black 8 99 62 0
Dark Skin 490 22 15 3 Dark Skin 98 a4 250 2
blonde 0 125 33 77 blonde 40 150 480 0
White 1 15 0 6 White 5 25 0 9

Note that the other race/ethnicity contains all subjects not belonging to the black, hispanic, or white
races/ethnicities. Filtering is not performed when encountering a probe with the other
race/ethnicity. In forensic and biometrics scenarios involving facial sketch to mugshot matching,
the standard procedure involves law enforcement officers looking through top-N matches (rather
than only considering rank-one retrieval rates). In our experiments, N = 200. We also used the
performance of a commercial-off-the-shelf face matcher, FaceVACS v8.2 [8] as a baseline. As
shown in Fig. 5, FaceVACS achieves rank-200 retrieval rates of 4.1% and 6.7% for forensic and
composite sketches, respectively. The holistic and component representations each have
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significantly better performance compared to Face-VACS as ahown in table 2 ,for both forensic
and composite sketches under both the filtered and unfiltered scenarios as expained in Fig. 4.

FaceVACS
0.8 I I I I I T T T T
Composite Sketches: Unfiltered
0.7 = = = Composite Sketches: Filtered T
| =— Forensic Sketches: Unfiltered 1

061 = = = Forensic Sketches: Filtered
% 05 ]
o
g 041 ;="
o ————— -
S paf 09 = =TT
o ’ —_—d = m= == e

O 2 - . -_- - r T

== -
oF -
0.1 _’ r_-'f_ - i
0 S r ; ; | | | | | I
0 20 40 60 80 100 120 140 160 180 200
Rank
Figure 4: CMC plots for matching facial sketches to mugshots using the commercial matcher
FaceVACS

The component based method improves upon the performance of the holistic method in matching
forensic sketches when neither system has been trained . The retrieval rate for composite sketches
is worse due to the fact that most components are inaccurate . After training , the rank-retrieval
rate of the component based method is nearly identical to that of the holistic method for composite
sketches and is worse than the holistic method for forensic sketches. This result is perhaps
expected, since the training method employed by the holistic method (RS-LDA) is more advanced
than the training method used by the component based method (LDA). Similar to the holistic
method, training the component based method improves the retrieval rate of composite sketches
(12.00% without training to 26.67% with training) more than that of forensic sketches (20.27%
without training to 21.62% with training).

Table2: Holistic and face VACS comparison.

Comparing Face Matching
Face Matcher Sketch Type || Accuracy Execution Time (Sec)
Forensic 89% 58
Holistic

Composite 92% 89

Forensic 81% 67

Face VACS

Composite 90% 75
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Conclusion

To reduce DCT processing time and increase program execution time, the optimal number of DCT
coefficients should be chosen for face image compression. When simulating a neural network, the
size of the input image and training database images is used to determine the optimal number of
input neurons. If the SOM neural network output is most accurate with the fewest image pixels,
then the SOM neural network's input neurons should be as small as possible.

Summary

Facial sketches drawn by forensic artists (forensic sketches) or created using software (composite
sketches) are used by law enforcement agencies to assist in identification and apprehension of
suspects involved in criminal activities. Using a new dataset of forensic sketches and composite
sketches available at( http://biometrics.cse.msu.edu/pubs/databases.html), we have performed the
first comparison of the effectiveness of both modalities when used with two state-of-the-art
sketchto- photo matchers. A commercial face matcher was also used as a baseline. Demographic
information was further explored to filter the gallery ( mugshots) to improve the matching
performance. Composite sketches were found to be more effective in identifying the suspect’s
mugshots.
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Abstract

Sea level rise (SLR) is a real problem for life on the surface of the globe, as this rise leads to the
inundation of a large number of marine cities in water. Therefore, the present study will be conducted in
the northwest coast of Libya to determine the impact of future SLR through flood zonation mapping using
the Geographical Information System (GIS) by implementing method of an eight-side rule as algorithms
at scenario of one meter SLR, depending mainly on topographic data that represented in digital elevation
models DEMs (SRTM), which be utilized as an input data for spatial analysis and derivative products and
identify the area flooding and determine the vulnerable and risky area. The flooded area is indicated
532.62 km2 with 16.73% of the total area, this effect includes urban, agricultural, roads, beach sand,
sabkhas, and barren lands. Moreover, these effects are concentrated in the western part of study area.
Furthermore, the residents are not isolated from the danger that will pose a threat to their lives even if
they try to adapt unless they are displaced to safer areas that are evident in the eastern part, which is
restricted and supported by topography is ideal for exceeding the level of risk, constructing concrete
barriers, limiting migration, and controlling population growth trends.

Keywords: sea level rise, flood hazard, digital elevation models, geographical information system

1. Introduction

The To begin with, climate variation is a widely known happening associated with a lot of
environmental and physical consequences. World climate has experienced a lot of changes in
diverse ways throughout differing geological aeons. Such reported alterations did not happen
abruptly; rather, they took place successively over centuries. However, the current observed
changes in climate exhibit a rather different tempo. Departing significantly from the historical
patterns, these changes seem to exhibit more brutal and rapid behaviour, suggesting that this CC
is not brought about by factors related to the Mother Nature. Rather, this change has a lot to do
with what is referred to as the global cycle of carbon. This cycle refers to a natural process where
carbon exchanges take place among the atmosphere, the lithosphere, as well as the biosphere. In
the course of the past century or so, the whole anthropogony-induced discharge arising from non-
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renewable sources and large-scale manufacturing businesses (e.g., manufacturing of concrete or
cement), let alone changes brought about by land use, appeared to have played havoc with the
nature-bound balance present in distinct composites of the world-wide cycle of carbon in the
earth's ecosystems [1]. Apparently, an enormous build-up of gaseous compounds often referred
to as greenhouse gases (GHGs) and aerosol substances in the atmosphere have been brought about
by human diverse actions throughout the past and present centuries [2], regulating partly the
climate on the earth in such a way that the short-wave energy emitted from the sun passes through
the molecules and the gases in the atmosphere, and hence entraps the longer wave radiation
reflected from Earth [3].This increases the density of aerosol substances as well as that of GHGs
to a large extent. Other mishaps that added to the pre-existing problems and have led to big changes
in forest lands world-wide and agrarian expansions, never mind urbanization issues. The point is,
substantial changes related to energy equilibrium are brought about by considerable disturbance
and lessening of natural sequestration activities of carbon dioxide governed by processes of plant
photosynthesis. By the same token, the ozone layer exhaustion adds to the severity of the situation
owing to the expansion in the radiative flux density of the sun. On this account, the categorical rise
in world temperature can be unravelled [4]. Details this earth warming-induced expansion from
1880 to 2015 explained by (Dagbegnon, Djebou, & Singh, 2016; IPCC (2014)) Jepma,
Munasinghe, Bolin, Watson, and Bruce (1998) that was because of a rapid accumulation of
greenhouse gases in the atmosphere as a result of the use of energy since the beginning of the
industrial revolution, which is topped by carbon dioxide(CO2), methane(CH4), and nitrous
oxide(N20), where records of levels higher than the normal or historical. It has been predicted that
in the year 2100 the global climate needs the use of wide models. The modelling is assumed three
different levels of sensitivity of the global climate (Global temperature) to (high 4.5, medium 2.5
and low 1.5). This increase in the global temperature does not capture considerable regional and
local temperature variations in this impact. Moreover, a slight increase in the average is probably
to induce large increase in extreme climate events. For instance, the maximum temperature in hot
days exceeds 40c. All of these factors are combined to cause heat expansion of the oceans as well
as ice sheets and glaciers melting [5]. Additionally, by the second half of the next century 40% of
the people around the world will face actual serious shortage in the drinking fresh water due to
melting of glacier [6].

Large population live in the coastal areas, in the 1990s 21% and 37% of the world's
population were estimated to live within 30 km and 100 km, respectively, of the coastline. As well
as, the population density of the coastal zones (CZs) is reached to three times the average of the
world's population, and by 2030 it is expected that about 50% of the world population will live
within 100 km of the CZs. A large proportion of the world's economic productivity is obtained
from coastal areas due to the concentration of human settlements as well as the containment of
many large cities near their coastline or directly on their shores. Trends towards urbanization are
probably increasing the population densities in Lowlands CZs; it is estimated that the people who
live within 30 Km of the coastal zones are increasing at twice the global mean, As a result of global
economic well-being that coastal areas are blessed with, it became a major reason for the migration
of all this percentage of the population towards these areas and taken as settlements [7]. Thus, they
are likely to be exposed to lots of coastal risk, particularly coastal flooding, which mainly depends
on the change of flood levels, the standard of flood management infrastructure and human
exposure to flooding, Which means that people who will be exposed to flood risks in a typical year
because of storms would reach six times and fourteen times given 0.5 and 1 meter in Sea level rise
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by the year 2100 [8], together without another changes and the persons who are displayed by
inundating will increase consequently; populations CZs growth as well as migration around the
world. Moreover, the sea level rise will lead to disruption, economic loss, loss of human activities
which provide an important function. For example, flood protection, waste, nursery areas for
fisheries, and harbours managements. Furthermore, 1 meter of SLR intimidates about % of the
coastal wetlands around the world that are modelled as an important internationally more than
168,000 km sq., besides the worst case of the life loss [9-11].

Even though significant efforts by working groups and research organizations to reduce
flood hazards through thier programs, only minor reductions in these risks have been
accomplished. This is mostly due to the fact that, as the world's population and urbanization
accelerates in tandem with climate change, flood threats are getting more severe [12].
Consequently, it is critical to comprehend and access flood threats, as well as establish strategies
for dealing with them through adequate planning and mitigation.Thus, The local officials enable
to address the negative effects of elevated sea levels by allowing them to identify both built and
biotic communities that are at risk, assess the situation, and develop mitigation strategies
throughout using Geographical Information System (GIS) that qualified of producing, interpreting,
and submitting sea level rise scenarios, which Changing parameter values in the models of sea
level rise to allow the user to run a number of impact scenarios for each model and locality [13].
Moreover, in comparison with other modelling approaches, rules have the advantage that key
assumptions can easily be made visible and transparent to users [14].

The main target of this research is to determine and assess the effect of future sea level rise
in west coastal area of Libya. Thus, Geographical Information System (GIS), geospatial, and
hydrological models will be used as tools to obtain primary calculations of CZ exposure of sea
level rise without adaptation or defences, which is a major concern. Furthermore, identification
coastal receptors; in terms of society, manufacture, human resource and natural environments that
might be influenced by the inundation risk through utilizing feature extraction using an object-
based approach in order to obtain image classification. Digital Elevation Models will be employed
in this research article to display elevation or three-dimensional topography, DEM is a computer
performance of the land surface from topographic parameters for instance, slope, upslope area, and
the topographic index, which can be digitally produced [15]. Moreover, used as a useful tool for
topographic parameterization of hydrological models, which are the basis for any flood modelling
procedure [16], these Digital Elevation Models are most commonly produced from topographic
maps, which contain of contour lines that show elevation , as well as could be derived from a set
of source data such as; ground surveys, aerial photographs and Stereo-pairs such as with ASTER,
SPOT, and IRS satellite imagery [17].

2. Materials and Methods

The study area of this project is located in the northwest of Libya as shown in Figure 1,
which is approximately 3062.61543 km2, it is bounded from north by the Mediterranean Sea,
Tunisia's borders from west, Tripoli city from the eastern side and at a depth of 30 km in the
direction of the south from coastal line. This area consists of 2893.29213 km? land and 169.3233
kmz2 Sabkha with 125 km coastline. The main cities in this region are; Az Zawiyah, Sabratah and
Zuwara with a population of 573,576 people most of them live on the coastal zone, since they use
this area as a settlements, oil refinery plant and harbour for instance; Mellitah Oil & Gas B.V
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Libyan branch and Az Zawiyah oil refinery. Moreover, the region depends on seasonal agriculture
and animal pastures within the grassland areas, as well as considered as location of the commercial
service and many tourist villages and resorts. Therefore, this area is considered a great economic
importance. The area investigated is located in geomorphological unit that known as the Jeffara
plain, this is a nearly flat area is covered by Quaternary deposits with occasional outcrops of
limestone hills belonging to the Al Aziziyah formation. This part is the coastal strip, which is
ended by the sea cliffs that are made of formation. This strip extends to the South for a distance
ranges from 10 to 20 km and its low topographic areas are covered by sebkha. The study area is
contains several sediments, including the Tertiary deposits that represented in the Pliocene rocks,
and it appears in the deposits of Al Assah formation, which is made mainly of gravels and sands
with local occurrence of recrystallized gypsum. Other geologic formations are also spread in this
region that contain Quaternary deposits that including Jeffara formation, which consists mainly of
fine materials mostly silt and sand occasionally with gravel an caliche bands. As for the Gargaresh
Formation, is the coastal slopes consisting of calcarenite and is economically exploited for the
extraction of building stones. Finally, sebkha sediments are appear in the coastal area between the
cities of Sabratah and Zuwara, consists of brownish silt with saliferous mixture and the lower band
is gypsum sand [18].
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Figure. 1 Location of the study area

The present study will be conducted in the northwest coast of Libya, with the goal of
determining the impact of future sea level rise in coastal zone through flood zonation mapping and
determining flooded regions. The following strategies will be used to attain the aforementioned
goals:

ASTER-30m Digital Elevation Model (DEM) superimposed on satellite imagery, which
will be utilized as an input data for spatial analysis and derivative products, as well as to outline
watershed features of the research region and identify the land-area flooding and determine the
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vulnerable and risky area using ArcGIS desktop (ArcMap 10.x), this type of data is referred to the
Shuttle Radar Topography Mission (SRTM) 1 Arc-Second Global at a resolution of 1 arc-second
with 30 meters horizontal resolution with grey colour, in this step an eight-side rule was applied
as algorithms at one meter level as a scenario according to [8] and [19], which means starting to
delineate the areas that are suitable to be flooded by create binary maps using Raster Calculator in
Arc Tool box to builds and performs a single Map Algebra idiom in a calculator-like interface.
Each raster cell is assigned an output value of 0 or 1 based on the criteria mentioned. Furthermore,
if a criterion is met then assigned with value 1 that means suitable and the altitude below the level
of sea and the grid cells seems to be inundated, otherwise 0 that means unsuitable and the altitude
higher than previously selected sea levels and the grid cells seems to be not inundated.

After having the results of flood hazard models and knowing the most vulnerable area, this
will help to make adapting and new plan or/and enhance of the coastal region. In this stage Landsat
Enhanced Thematic Mapper ETM+ data was used to create colour composite with band
5,4,3,which is an appropriate for the identification and area estimation [20], this data was
utilized to observe the present coastline and Land use map of the region (Receptors) using ENVI
5.3 software, in addition this assessment will implicate future land cover loss and counting of
interaction for receptor systems, therefor, in this case features were extracted using object based
approach to improve information extraction, accuracy, automated process, speed with the mind to
reduce costs for scaling up. this method definitely much faster and found to be very accurate as
compared to the manual methods, although the polygons are might be not as clean but the
percentage of area that has been mapped as impervious as compared to the manual method is
within 88% accuracy levels [21], Different mathematical algorithms was used in this case to
segment the image and extract statistic. First process for classifying the image is an unsupervised
classification approach, which is very simply just means that let the computer itself run its own
algorithms and identify what considers are the unique spectral classes, since again based purely on
the spectra and the statistics within each of bands then the analysts have to figure out what each of
those computer identified classes actually are. After gained those object assignments, supervised
classification approach was second process that runs within each of previous classes to refine them,
meaning that initial information were provided to train the algorithms which are then used to
reclassify the rest of the hybrid approach, which means analysts know on the ground where specific
interested features and then can actually train at the software to look specifically for a very
particular reflectance signatures.

After obtaining the map that shows the flood resulting from the scenario of sea level rise
at 1 meter, then interacted with all the maps obtained from the previous classification, which
produced the receptors represented in urban areas, agricultural areas and plants, roads, beach sand,
sabkha, as well as barren lands in order to calculate the affected area of that scenario.

3. Results and Discussion

This research study sheds light on the important role played by topographic data
represented by digital elevation models DEMs and their contribution to the study and evaluation
of sea level rise using the available modeling in GIS technology, as well as the use of satellite
images represented in the Landsat TM image and remote sensing. The result of this study is divided
in two parts: The first part relates to the classification of land in the study area that obtained from
the previous supervised classification approach, which created the map of receptors represented in
urban areas, agricultural areas and plants, roads, beach sand, sabkha, and barren lands, as shown
in Figure 2. As well as, all the areas of the receptors will represented in the Table 1.
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Figure. 2 Receptors of the study area

Table. 1 The areas of the receptors and their percentage related to all area

Receptors Areas km?/ length Km Areas%o/ length%
Urban areas 483.147 15.2
Agricultural and plants areas 1175.4603 36.93
Beach sand 16.9812 0.544
Sabkha 169.3233 5.326
Barren lands 1336.9275 42

Roads 3660.22 -

Total area 3181.8393 -

The second part relates to the results obtained from applying of digital elevation model
data using ArcMap software to create slope map in order to describe the topography of the study
area and inundation map of sea level rise at one meter. DEM data as shown in Figure 3 showed
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that the western part of the study area is characterized by its wideness and low terrain, where its
height is less than zero below sea level and then gradually increased toward south. Therefore, it is
at risk of flooding at this level that reaches to 16-17 km inland until it touches the residential areas
and the road network spread along the coast, as well as its width gradually decreases at the same
level whenever towards the east with a distance of approximately 83 km from the western borders
of the study area with 8 km depth inland. In contrast, the eastern part of the study area as a whole
consists of a rocky coast that narrows toward east as a result of the approach of the feet of the
western mountain gradually because of the topography and geomorphology of the land, which
reaches to 10 meters above sea level at the coastline and gradually increase until reaches to 115
meters above sea level for a distance about 20 km inland, therefore the areas located in the more
spacious lands are more vulnerable to flood risks than the areas located on the eastern side of the
study area.
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Figure. 3 Slope map of the study area

The scenario, which represented a height of 1 meter from sea level was chosen because it
is the highest expected amount in the study [8] by the year 2100 and planning must be carried out
within the framework of the worst prediction so as not to encounter unexpected data, especially
since climatic variables are now unpredictable. The results are presented in Figure 4, where the
percentage of the lands flooded by sea level rise SLR reaches to 16.73% of the total area, which is
532.62 square kilometres.
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Figure. 4 Flood area at one meter sea level rise

This effect includes all the receptors, which are urban areas, agricultural areas and plants,
roads, beach sand, sabkhas, and barren lands, and by using the attribute table from ArcMap table
of contents to calculate the intersection of the flooded areas at the level of 1 m with a group of
those six previous receptors that produced geographically referenced map of flood risks for each
indicator separately as shown in Figures 5, and summarized in Table 2 assuming that no measures
or modifications are taken into account to reduce these effects.
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Figure. 5 Map of six flooded receptors at one meter sea level rise

Table. 2 The areas of flooded receptors and their percentage related to the original area of each receptors

Flooded area at 1m SLR Areas km?/ length Km Areas%/ length%
Urban areas 42.33 8.7

Agricultural and plants areas 114.47 9.7

Beach sand 9.29 54.7

Sabkha 141.28 83.43

Barren lands 198.68 14.86

Roads 373.47 10.2

Total Flooded area 532.62 16.73

Moreover, these effects are concentrated in the western part of the study area much more
than the eastern part as shown in Figure 5. Furthermore, these results indicate that the residents of
the area are not isolated from the danger posed by the flood at this level and this will pose a threat
to their lives even if they try to adapt to this threat unless they are displaced to safer areas that are
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evident in the eastern part of the study area, which is restricted and supported by a topography
with a height of up to 20 km or towards the south that gradually increase in height to reaches from
10 to 28 meters above sea level in order to avoid this danger, this topography is ideal for exceeding
the level of risk. Forthermore, this inundation will negatively affect the ecosystem, economic and
environmental aspect of land use in the region, not to mention the intrusion of salt water that
directly affects the fresh water and the salinization of the lands and increase the areas of the
sabkhas and their level.

4. Conclusion

In this study, the model of sea level rise, which depends mainly on topographic data that
represented in digital elevation models DEMs and was applied to assess the vulnerability of the
northwestern coast of Libya in order to face the effect of sea level rise, taking into account the
scenario of 1 m sea level rise by the year 2100. The results of this study are the absolute importance
of the data of digital elevation models, as well as their main role in the success of this study, in
addition, its role in directly contributing to identifying the most fragile and weak areas and thus
adding a positive value to society to confront and adapt this phenomena and help decision makers
to contribute in planning and sustainable development. These results also presented the important
role played by GIS and remote sensing technology in obtaining accurate spatial information
represented in geographically referenced maps of the risks of global sea level rise that enable
decision makers to watch and follow up on these risks and develop plans and strategies to protect
those areas from the risk of floods. The results obtained in this study, which were presented in the
previous chapter, show the magnitude of the disaster, danger, and the weakness of the region
especially in the north western part of the study area. Additionally, there are proposed planning
alternatives for the regions of the northwestern coast to face the effects of changes from these
expected risks, namely stability and adaptation through emergency flood measures, constructing
concrete barriers in the sea, limiting migration to these areas, and controlling population growth
trends. It is also necessary to prepare for mitigating the effects of this phenomenon in the long run
after 2100 through concentrated spread through the development of some areas and the creation of
growth poles in the internal and external areas by providing financial resources and information
related to this change and setting a vision about future directions for development and policies for
the response of residential communities to this change and its expansion.
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Abstract

In this paper, modeling, simulation and performance analysis of the permanent magnet brushless
direct current (PMBLDC) motor using classical controller (PID Controller) and optimal controllers (
Linear Quadratic Regulator (LQR) and Linear Quadratic Gaussian (LQG) optimal Controllers Based on
Kalman Filter) for disturbance attenuation and noise suppression is presented. The applications of the
permanent magnet brushless direct current (PMBLDC) motor are increasing day by day. In order to have
proper utilization of these motors and to control them effectively it is important to have proper
mathematical modeling of these motors. SimilarI?/ effective control these motors are also essential to have
successful application of the devices across multiple domains. This paper handles both these important
aspects. A mathematical model has been derived to represent permanent magnet brushless direct current
(PMBLDC) motor model to study the stability and performance. In order to maintain the stability and to
achieve the best performance by reducing disturbance attenuation and noise suppression, the three optimal
controllers are developed in this paper. the system performance simulation of these optimal controllers
with PID controller is presented using MATLAB program to control the modeled permanent magnet
brushless direct current (PMBLDC) motor for disturbance attenuation and noise suppression.. The
simulation results show that and Linear Quadratic Gaussian (LQG) Based on Kalman Filter with PID
controller provides best as compared to PID controller, Linear Quadratic Regulator (LQR) with PID
controller and Kalman Filter with PID controller.

Keyword: Permanent Magnet Brushless Direct Current (PMBLDC) motor, PID Controller, Linear Quadratic Regulator (LQR),
Linear Quadratic Gaussian (LQG), Integral Linear Quadratic Regulator , MATLAB/Simulink etc.

1. Introduction

Conventional DC motors have many attractive properties such as high efficiency and
linear torque-speed characteristics. The control of DC motors is also simple and does not require
complex hardware. However, the main drawback of the DC motor is the need of periodic
maintenance. The brushes of the mechanical commutator eventually wear out and need to be
replaced. The mechanical commutator has other undesirable effect such as sparks, acoustic noise
and carbon particles coming from the brushes. Permanent magnet brushless direct current
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(PMBLDC) motors can in many cases replace conventional DC motors. Despite the name,
PMBLDC motors are actually a type of permanent magnet synchronous motors. They are driven
by DC voltage but current commutation is done by solid state switches. The commutation instants
are determined by the rotor position and the position of the rotor is detected either by position
sensors or by sensorless techniques. PMBLDC motors have many advantages over conventional
DC motors. A few of these are [1-2]: Long operating life, high dynamic response, high efficiency,
better speed vs. torque characteristics, noiseless operation, higher speed range and higher torque-
weight ratio. PMBLDC motors are available in many different power ratings, from very small
motors as used in hard disk drives to large motors used in electric vehicles. Three-phase motors
are most common but two-phase motors are also found in many application. The purpose of this
paper is to build a simple, accurate and fast running Matlab model of a permanent magnet brushless
direct current (PMBLDC) motor using Linear Quadratic Regulator (LQR) and Linear Quadratic
Gaussian (LQG) optimal Controllers Based on Kalman Filter with PID controller for disturbance
attenuation and noise suppression which will lead to an improvement in the transient and steady
state response. This paper is organized as follows. Mathematical modeling of the three-phase
permanent magnet brushless direct current (PMBLDC) motor is given in Sec. 1. Optimal control
strategies are given in Sec. Ill. Classical control strategy is given in Sec. V. Analysis of
Simulation Results is demonstrated in Sec. V. Conclusion is given in Sec. VI.

2. Mathematical Modeling Of The PMBLDC Motor

The mathematical model of the PMBLDC motor is fundamental for the corresponding
performance analysis and control system design. The common mathematical models, which
mainly include differential equation model, transfer function model, and state-space model, are
presented as follow:
A. Differential Equation

The differential equation model is built for a three-phase two-pole PMBLDC motor [3].
Hence, the simplified schematic diagram of the motor can be obtained as shown in Fig. 1.
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Figure.1 Schematic diagram of the PMBLDC motor.

Under the positive direction shown in Fig. 1, the phase voltage of each winding, which
includes the resistance voltage drop and the induced EMF, can be expressed as
Vx = inx + elpx (1)

Where
Vx: = phase voltage, in which subscript x denotes phase A,
B and C;
ix . = phase current.
eyx - = phase-induced EMF.
Rx: = phase resistance. For three-phase symmetrical
winding, there exists Ra = Rs = Rc = R).
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The three-phase stator windings are symmetrical, the self inductances will be equal, and so as
the mutual inductance. As for the three-phase symmetrical windings, there also exist fB(©) =
fA(O -2x /3), and fC(O) = fA(© +2xr /3). Then, the matrix form of phase voltage equation of
PMBLDC motor can be expressed as

Val [R 0 O][ia] [L—-M O 0 | g[la] [ea
Vel=[0 R o|lig|+| 0 L-M o Eis+ea(2)
V(; 0 0 R ic 0 0 L—-M ic €c

According to Equation (2), the equivalent circuit of the PMBLDC motor can be shown as in
Fig.2.
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Figure.2 Equivalent circuit of the PMBLDC motor.

The power transferred to the rotor, which is called the electromagnetic power, the
electromagnetic power is totally turned into kinetic energy equals the sum of the product of current
and back-EMF of the three phases. That is

Pe = Tew = eAiA + eBiB + eCiC =
eAiA + eBiB + ecic

T, (3)

w

Where
Te: > electromagnetic torque;
w: = angular velocity of rotation.
Substituting Equations, another form of the torque equation can be
Te=PlYmfa(0)ig+ Pufp(@)ip + Pufc(@)ic] (4)
Where
p :=> isthe number of pole pairs.

So Equation (4) can be further simplified as represented as
T,=2Py,, i, = Kri (5)
where
Kr: = the torque coefficient;
i : = the steady phase current.
In order to build a complete mathematical model of the electromechanical system, the motion
equation has to be included as
dw

T,—-T,=] dt

+ Byw (6)

where
TL:=> load torque;
J :=> rotor moment of inertia;
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By : > viscous friction coefficient.
Thus, Equations (2), (3) and (6) constitute the differential equation mathematical model of the
PMBLDC motor.
B. Transfer Functions
The three-phase PMBLDC motor is controlled by the full-bridge driving in the two-phase
conduction mode, then when the windings of phase A and B are conducted, there exists
ly=—lg=1

diy,  dip di 7
_ dt  dt dt
Thus, the line-voltage Vag can be rewritten as
di
VAB :2Ri+2(L—M)E+(eA—eB) (8)

Take the transient process out of consideration (i.e. ignore the trapezoid bevel edge), then the
steady ea and eg are equal in amplitude and opposite in direction when phases A and B are turned
on. So, equation (8) can be expressed as

di
VAB =Vd = 2Rl+2(L—M)a+ZeA
di

VAB = Vd = rai+Ladt

+ k.w 9

where
Vg :=> DC bus voltage;
ra:=> line resistance of winding, ra =2R ;
La:=> equivalent line inductance of winding, La =2(L — M) ;
ke : =  coefficient of line back-EMF, ke =2pym=4pNSBn.
The transfer function of a PMBLDC motor with no load can be expressed as

6.(s) = w(s) Ky
WS Ty (5) T LJSE+ (1] + LaBy)s + (raBy + Krk,)
In the following, the transfer function of a PMBLDC motor when the load torque is not zero,
it is shown in Fig. 3.

(10)

- “\
_| s
Vis) ) Is) . T(s) 1] e
r,+Ls T Js+B., =
—| Exs)
k. |-
\. v

Figure.3 Structure diagram of PMBLDC motor with load torque.

For such a system, the superposition principle holds. Thus, the output of the system equals
the sum of outputs when Vq(s) and T.(s) are applied to the system, respectively. In Fig. 3, when
V4(s)=0 holds, then, the transfer function between load torque and speed is

w(s) Ta+ Lgs
GL(S) = T ( = - 2
1L(s) LyJs?* + (ryJ + L,By)s + (r,By + Kk
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Therefore, the speed response of a PMBLDC motor affected together by voltage and load
torque is given by
w(s) = Gy(s)Va(s) + GL(5)T1(s)

KiV4(s) — (rg+ Lgs)T(s)
L,Js* + (r ] + L By)s + (r By + Krk,)

w(s) = (12)

C. State-Space Equations

The state-space equation method is one of the most important analysis methods in modern
control theory. From the state equation we can get all the independent variables and then determine
all the motion states of the system. A group of first-order differential equations with state variables
is used in the state-space method to describe the dynamic characteristics of the system. Since it is
helpful to the realization of different digital control algorithms, the state-space method is becoming
more and more popular in designing control systems with the fast development of computer
techniques. Especially in recent years, computer on-line control systems such as optimal control,
Kalman filters, dynamic system identification, self-adaptive filters and self adaptive control have
been applied to motor control. All these control techniques are based on the state equation.
Currents of three phase windings and the angular speed are selected here as state variables, and
the fourth-order state equation is then derived as

X=Ax+Bu (13)
Where
X=1[iy ig ic o]
V=[V, Vg V¢ T, ]

- Py (0-7)
. 0 ﬁ 0 Wj
N 1A,
Py 8) Ptbom (e- 23_::) Py (0 - TTFJ —By
] ] ] T
1 0 0 0
L-—-M
0 1 0 0
B L-M
- 0 0 1 0
L—M
0 0 0 -1
J

The controllability of a linear system is the base of optimal control and optimal estimation, so
it should be determined. Assume the controllability matrix is

M=[M, My M, M;3] (14)
Where
M, = B, M;(t)=A'B, i=1,23.
Then, matrix M can be transformed to

A (4] L] o
o A (] o

M = o (2] A [ ] M, M, M, (15}
(1] L0 i ] l

anau .
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Where

A=1/(L- M)
The matrix M meets the condition of rank [M] = 4. So, the system represented by equation (13)
is controllable and all the poles of the system can be arbitrarily placed by state feedback.

3. Optimal Control Strategy
A. Linear Quadratic Regulator (LQR) Control System

The linear quadratic regulator (LQR) is an optimal controller that provides practical state
feedback gain matrix. The controller has been used for minimizing the cost function [4]. The LQR
is a state feedback control technique that computes optimal feedback gain matrices for given states
pace represented systems with respect to a quadratic cost function which is minimized [5]. The
feedback gain matrix is associated to a solution of the Riccati equation. The LQR provides an
optimal control law with quadratic performance index or quadratic cost function where the system
dynamics are described as a set of differential equations [6]. The LQR approach deals with the
optimization of a cost function or performance index. Thus, the designer can weigh which states
and which inputs are more important in the control action to seek for appropriate transient and
steady-state performances [7-8]. The optimal control problem is to find a control u which causes
the system

X=gx@®,ul®),t) (16)

To follow an optimal trajectory x(t) that minimizes the performance criterion, or cost function
(5]
J=1] h&x@®), u®),tdt (17)
to
The problem is one of contrained functional minimization a quadratic performance index or
quadratic cost function is

J= j oo(xTQx+ u’Ru)dt (18)
0

Where
Q: ->State weighting matrix (square, symmetric and non-negative definite)
R: = Control weighting matrix (square, symmetric and positive definite)
J: = Is a scalar quantity
The optimal control law or state feedback law is
U(t) = —Kx(t) (19)
Where
K: = Is the controller gain or state feedback gain matrix and a value of K that will
produce a desired set of
closed-loop poles
The state feedback gain matrix (K) is found by [8]
K =R 'BTP (20)
Where
B: = Is the input matrix of the plant (BLDC motor).
P: =Is the unique positive definite solution to algebraic Riccati equation or matrix
Reccati equation.
The feedback gain matrix (K) is associated to a solution of the Riccati equation (P). Therefore,
the continuous solution of the matrix Riccati equation or algebraic Riccati equation is
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Q+PA+A"TP-PBRBTP=0 (21)
Where
A: - Is the system matrix of the plant
By knowing the state matrices A and B and properly selecting Q and R, the value of K can be
obtained. The function in MATLAB can be used Lgr(sys,Q,R,N). The discrete quadratic
performance index or discrete quadratic cost function is

J = ZHH(*" ) Qx (k) + uT (k) Ru(k) )T (22)
The discrete solution of the state equation is
X(k+1)=A(M)x(k) + B(T)u(k) (23)
Where
T: - Is the sampling time of a discrete-time system
A(T) : = Is the discrete-time state transition matrix A(T) = e4®

B(T) : = Is the discrete-time control matrix B(T) = fOT e4"Bdr

The discrete solution of the matrix Riccati equation solves recursively for K and P in reverse
time, commencing at the terminal time, where [6]
K(N — (k+1)) = [TR + B"(T)P(N — k)B(T)]"*BT(T)P(N — k)A(T) (24)
And
P(N—-(k+1))

=[TQ +K"(N - (k+1))TRK(N — (k + 1))]
+ [A(T) = BMK(N — (k + 1)) POV — k)[A(T)
—B(T)K(N — (k+))] (25)

As Kisincreased from 0 to N-1, the algorithm proceeds in reverse time, when run in forward-
time, the optimal control law at step k is

U(k) = —K(k)x(k) (26)

The LQR design technique has certain advantages over the classical control design methods
or Eigen-structure assignment based methods, as it guarantees adequate stability margins [5]. On
the other hand, there are some limitations the given system must satisfy e.g. it must be stabilizable
and free of non-observable states which means The LQR approach requires the knowledge of all
state variables [9]. The performance of LQR may be deviated due to the presence of system noise
[4]. The LQR in its basic form forces the controlled states to reach zero, which is a known
regulation problem. In order to transform the regulation capability to command tracking, an
integral error dynamics must be considered to remove the steady state error. Fig.4 shows Linear
quadratic regulator LQR control system

~ ~
. Plant
Controller A lar Outout
g v, () BLDC ngular QOutpu
> KLQR - Motor - -
Ref. I ¢ - & Load
eference Inpu
P T (1)
x(i,. @)

-

LQR Control system

Figure.4 LQR Control System
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A. Kalman Filter State Estimator

Kalman Filter is used for both filtering and state estimation purpose. In the design of state
observers, it was assumed that the measurements y=Cx were noise free. In practice, this is not
usually the case and therefore the observed state vector X may also be contaminated with noise.
The state estimation is the process of extracting a best estimate of a variable from a number of
measurements that contains noise. The classical problem of obtaining a best estimate of a signal
by combining two noisy continuous measurements of the same signal was first solved by Weiner
(1949), his solution required that both the signal and noise be modeled as random process with
known statistical properties. This work was extended process based upon an optimal minimum
variance filter, generally referred to as a kalman filter. The kalman filter is a complementary form
of the Weiner filter. The plant is subject to a Gaussian sequence of disturbance w(kT) with
disturbance transition matrix Cd(T). Measurements z(k+1)T contain a Gaussian noise sequence
V(k+1)T as shown in fig.5 [6]

[ Disturbance Noise ™
l W(kLT) Plant
\:f i ' Measurement Noise
Vik+1)T
Ca(T) (k+1)
- ; : | ] )
X(kT) - Forward ’4(-* + 13T | ke s 13 T Eihe+ 13T
—r AT _};:3 : step = C(T) : .-n:-Q: —
U(LT) 1 B(T) |
1
[

Figure.5 Plant with disturbance and measurements noise

The general form of the Kalman filter usually contains a discrete model of the system together
with a set of recursive equations that continuously update the Kalman gain matrix [K] and the
system covariance matrix [P]. the optimal value of the Kalman gain matrix [K] is the one that
yields the minimtate um variance [P]. The state estimate x(k + 1/k + 1) is obtained calculating
the predicted state X(k + 1/k) from

X(k+1/k)T = A(T)x(k/k)T + B(T)U(T) (27)
And the determine the estimated state at time (k+1)T using
X(k+1/k+ 1T =x(k+1/k)T+ K(k+ 1)[Z(k+ 1)T — C(T)x(k + 1/k)T]
(28)
Where

The term (k/K) : > means data at time k based on information available at time k.
The term (k+1/k) : = means data at time (k+1) based on information available at time k.
The term (k+1/k+1) : = means data at time (k+1) based on information available at time (k+1).

The vector of measurements is given by

Z(k+ 1T = C(TM)xk + DT +V(k+ 1T (29)
Where
Z(k + 1)T : - is the measurement vector
C(T) : - is the measurement matrix
V(k + 1)T: - is a Gaussian noise sequence
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The kalman gain matrix [K] is obtained from a set of recursive equations that commence from
some initial covariance matrix (P(k/k)).
P(k +1/k) = A(T)P(k/K)AT(T) + C4(T)QCH(T)  (30)
K(k+1)=P(k+1/k)CT(T)[C(T)P(k + 1/K)CT(T) + R]™!
P(lk+1/k+1)=[I-K(k+1)C(T)|P(k+ 1/k) (32)

(31)

Where
C,4(T) : - is the disturbance transition matrix
Q: - is the disturbance noise covariance matrix
R: - is the measurement noise covariance matrix
The recursive process continues by substituting the covariance matrix P(k+1/k+1) computed
in equation (32) back into equation (30) as P(k/k) until K(k+1) settles to a steady value. Equations
(23) to (32) are illustrated in fig.6 [6] which shows the block diagram of the Kalman filter is

) wW{RSRY T E{H+ 13T
®xiiK 15K 17 |

Baclward Sy K1 g

= < =)

Step = { ) | k oWk 1Y T
mik T
= K+ 1563 T
A() =D c(T) ‘
U(kT)
B ] B{I}

Figure.6 The Kalman Filter

The difference is that the Kalman filter is computed in forward-time, the LQR being computed
in reverse-time

C. Linear Quadratic Gaussian (LQG) control system

A control system that contain a LQRegulator/Tracking controller together with a Kalman
filter state estimator is called a Linear Quadratic Gaussian (LQG) control system. LQG is shown
in fig. 7.

kT .
¢ ) - LQ Optimal U (KT} Pl l 2(KT)
- - Controller 1 ant ]
=(kT)
‘ - Kalman Filter -
State Estimator )

Figure.7 Linear Quadratic Gaussian (LQG) control system

LQG control can be applied to linear time invariant systems as well as linear time variant
systems. It deals with uncertain linear systems disturbed by additive white gaussian noise, having
incomplete state information. Practically it is used for predicting future courses of dynamic
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systems. Designing of optimal LQG controller with the feedback controller designed in such a way
that it minimizes cost function [4].

1 T
J = lim E[? f (xT()Qx(t) + uT (t)Ru(t))dt] (33)
n—-o0o 0

Where

Q = 0 and R > 0: —»>are symmetric weighting matrices.

E[] : —>isthe expected value

In the cost function, the term xTQx corresponds to a requirement to minimize the states of the

system. the term u™Ru corresponds to the requirement to minimize the size of control inputs. The
selection of matrices Q and R in the cost in the cost function depends on the desired performance
objective of the system. Minimizing the tracking error between the command signal and measured
output is the main control objective. The continuous time solution to the optimal observer problem
is [8]

L= PyC"Ry! (34)
Where P,is the solution of the algebraic Riccati equation:
APy + PoAT — PoCTRy1CPy + Qo =0 (35)

The calculation was executed in Matlab using the kalman(sys,Qn,Rn,Nn) function. The
function returns the discrete observer gain vector L if the system sys is in discrete time. The block
diagram of the complete LQG controller can be seen on fig. 8 [10].

Kalman filter

Controller

Figure.8 The LQG control system scheme.

Fig.8 shows the combination of the feedback gain matrix Kior and a Kalman Filter in closed loop
with a state-space Plant description. A major advantage of the LQG controller design approach
lies in the possibility to estimate the missing states, i.e. so the designer doesn’t need to have a
complete knowledge of the state vector. The next advantage is in the noise attenuation capabilities.
However the cost for these features is in sacrificing the system’s closed-loop robustness.

4. CLASSICAL CONTROL STRATEGY
A. PID CONTROLLER

Fundamentally, PID controllers are composed of three basic control actions. They are simple
to implement and provide better performance. The tuning process of the gains of PID controllers
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can be complex because it is iterative. First, it is necessary to tune the “Proportional” mode, then
the “Integral”, and then add the “Derivative” mode to stabilize the overshoot, then add more
“Proportional”, and so on. The PID controller has the following form in the time domain

U(t) = Kpe(t) + K, [} e(Ddt + K 2 (36)

Where
e(t): - is the system error (difference between the reference input and the system output).
u(t) : > isthe control variable.
Kp: = s the proportional gain.
Ki: = isthe integral gain.
Kd: - s the derivative gain.

The effects of these parameters on the output response of the system are shown in Table 1
[11]. A PID controller does not “know” the correct output to bring the system to the set point. It
moves the output in the direction which should move the process toward the set point and needs
to have feedback (measurements) to perform. Using the Laplace Transform for equation (36) and

assuming initial conditions equal to zero the transfer function of the PID can be written as
U _ Ki
G(s) = 5o K, +—+ Kgs (37)

Transfer function of a PID controller is rearranged, the three terms can be recognized follows:
T;Tys%+Tis+1

1
G(s) = Ky (14 5+ Tas) = K, (5555 (39)
Where:
Ti=Kp/Ki : = is the integral time constant
Td=Kd/Kp : = s the derivative time constant
Table 1: Effect of PID parameter on system response
. ] . ] Sready State .
Parameter Rise-Time Overshoot Settling Time Stability
Error
Kp Decrease Increase Small Change Decrease Decrease
Ki Decrease Increase Increase Eliminate Decrease
Minor Improve if
Kad Decrease Decrease No Effect .
Changes Kd is small

The selection of the Proportional Integral and Derivative (PID) controller parameters can
be obtained using the Ziegler-Nichols method , trail and error method or other tuning methods. In
terms of Ziegler-Nichols method, the PID controller parameters can be found depending on the
values of as shown in fig.9 and using the Ziegler-Nichols equations.
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Figure.9 Zegiler-Nichols PID Parameters

Now, using the following equations, the PID parameters can be derived:
T,
K,=1 2; (39)
T, =0.5L, (41)
In this paper, the PID controller parameters can be obtained by the help of optimal control
methods

5. Analysis Of Simulation Results Of LQR And LQG Optimal Controllers Based On
Kalman Filter

The modeling of three phase permanent magnet brushless direct current (PMBLDC) motor
with classical and optimal controllers has been derived. in addition to that, simulation and
performance analysis of the PMBLDC motor with and without optimal controllers have been
implemented and investigated by using MATLAB/SIMULINK software. The goal of control
engineering design is to obtain the configuration, specifications, and identification of the key
parameters of a proposed system to meet an actual need [12-13]. Establishment of goals and
variables to be controlled, The most basic requirement of PMBLDC motor is that it should rotate
at the desired output response (desired value or reference input), as well as, optimals controllers
are used for reducing the sensitivity of the actual output response to external load (external
disturbances), load variations (changes in the torque opposed by the motor load), noise and
parameters changes , where the actual output response variations induced by such disturbances
must be minimized .
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Figure.10 Simulation results of the PMBLDC motor with PID, LQR-PID, Kalman Filter-PID and LQG

Table 2: A comparison of the simulation results of the PMBLDC motor with classical and optimal

based on Kalman Filter-PID controllers.

control strategy in terms of time response specifications

The PMBLDC Motor with the Effect of External Disturbance

Strategy of Control
TFre BT Classicall Optimal Control
Specifications L S
Strategy
PID LQR-PID Kalman Filter- LQG Based on
Controller Controller PID Controller | Kalman_Filter-PID
Controller
Settling Time (ts) 0.2420 Sec 0.1134sec 0.1117 sec 0.0421 sec
Maximum Overshoot (Mp) | 8.9353 % 5.3674% 4.9728 % 0.54333%
Peak Time (tp) 0.075 Sec 0.072sec 0.072 sec 0.068 sec
Rise Time (tr) 0.034 Sec 0.031sec 0.0315 sec 0.026 sec
Delay Time (td) 0.0133 sec 0.0103 sec 0.01 sec 0.0061 sec
Steady state error (ess) 0.000030477 | 0.000028722 | 0.000027152 0.000024772

Damping ratio ({) 0.60948 0.68141 0.69076 0.85659
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Table 3: A comparison of the simulation results of the PMBLDC motor with classical and
optimal control strategy in terms of frequency response specifications

The PMBLDC Motor with the Effect of External Disturbance
Strategy of Control
Classical Optimal Control
Frequency Domain Control Strategy
Specifications Strategy
PID LQR-PID Kalman Filter- LQG Based on
Controller Controller | PID Controller | Kalman_Filter-PID
Controller

PSR (P14) 84.5691 ° 88.115° | 88.4233¢ 90.9835 ©
LN LRI (€l Inf dB InfdB | InfdB Inf dB
EEGIEI) () 1216004 Hz | 148.7355 H| 151.1262 Hz | 208.8586 Hz
RESHEIE R (U, 1.0348 10026 | 1.0010 11312
Resonant Frequency (@) | 54 9915 1, | 38.3434 Hz| 31.5745 Hz Damping ratio ©

Table 4: Comparison for all performance indices parameters of the PMBLDC motor
with classical and optimal control strategy

The Three Phase PMBLDC Motor without the effect of external load [TL(s)]
Performance Criteria
Strater of IAE ITAE ISE ITSE
Control ¢ ¢ ¢ ¢
IAE =f le(t)|dt 1TAE=f tle(t)|dt | ISE =f (e(t))?dt | ITSE =f t(e(t))?dt
0 0 0 0
PID
Sl 0.0001523856 | 0.0003809641 | 0.0000000046 | 0.0000000116
LQR-PID Controller | 0.0001436105 | 0.0003590263 | 0.0000000041 | 0.0000000103
Kalman Filter PID | 0.0001357600 | 0.0003394001 | 0.0000000037 | 0.0000000092
LQG Based
Karan Filer-pip | 0.0001238615 | 00003096539 | 0.0000000031 | 0.0000000077
Controller
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LQGB d Kal
on Kalman Filter-PID
Filter-PID Controller
Controller
IEI Maximum Overshoot (%o Mp) 0.54% 4.97%

Figure.11 Comparison of maximum overshoot (%Mp) for classical and
optimal control strategy

Rise Time (tr) sec Peak Time (tp) sec Settlim
OPID Controller 0.034 0.075
OLQR-PID Controller 0.031 0.072
OKalman Filter-PID Con trollexr 0.0315 0.072
OLQG Based on Kalman _ Filter— 0.026
PID Controller

Figure.12 Comparison of Rise Time (t;), Peak Time (t,) and Setting Time (ts)
for classical and optimal control strategy

LQG Based on Kalman
Kalman Filter-PID
Filter-PID Controller
Controller
IEI Steady-State Error (ess)| 0.000024772 0.000027152

Figure.13 Comparison of Steady State Error (ess) for classical
and optimal control strategy
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Figure.14 Bode Diagram of the PMBLDC motor with PID, LQR-PID, Kalman Filter-PID and LQR based
on Kalman Filter-PID controllers

LQG Based on | Kalman Filter-
Kalman Filter- | PID Controller
PID Controller
IEI Bandwidth (b)) Hz 208.8586 151.1262

Figure.15 Comparison of Bandwidth (w,) for classica
I and optimal control strategy

As a result of the simulation, LQG based on Kalman Filter-PID controller is the best controller
compared to other controllers, which presented satisfactory performances, process good robustness
and also perfect speed tracking. The main objective of controllers is to minimize the error signal
or in other words the minimization of performance criteria. Therefore, A set of performance
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indicators (Integral Absolute Error (IAE), Integral Time Absolute Error (ITAE), Integral Square
Error (ISE), Integral Time-weighted Squared Error (ITSE)) have been used as a design tool aimed
to evaluate tuning methods results. Performance criteria shows the superiority of , LQG based on
Kalman Filter-PID control method over PID, LQR-PID and Kalman Filter-PID control methods.

6 . Conclusion

This paper has demonstrated that the performance of a BLDC motor can be improved by
using LQR and LQG optimal Controllers Based on Kalman Filter with PID controller for
disturbance attenuation and noise suppression. The actual output response of the permanent
magnet brushless direct current (PMBLDC) Motor is controlled by means of the PID control
method, LQR-PID control method, and LQG based on Kalman filter PID control method for
enhancement the stability and accuracy under the effect of load variations, external disturbances,
noise and parameters changes. In this paper, with reference to the results of the computer
simulation by using (MATLAB & SIMULINK) software, the performance characteristics of
classical and optimal controllers are compared in terms of the time response and frequency
response. The simulation results illustrate that LQG Based on Kalman Filter-PID Control method
performs better than PID, LQR-PID and Kalman filter-PID control method, and has verified all
design requirements of the system. LQG Based on Kalman Filter-PID Control method is the best
Controller which presented satisfactory performances and possesses good robustness This control
method seems to have a lot of promise in the real world application.
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Abstract
This study aimed to identify the effect of different altitudes above sea level on the chemical
content of each of the essential oils and extracts of wild thyme, Thymus capitatus .Where the
locations of Abu Dhra™ and Sidi Al Hamri were selected, the plant samples were collected, the
plant parts used in the study were dried, the volatile oil was extracted for each sample using the
water distillation method, the crude extracts were prepared by following the successive
extraction method, then the chromatographic separation method was carried out using thin-layer
plates (TLC), and identification of the components of each volatile oil obtained from plants by
GC/MS. The results of this study showed a quantitative and qualitative difference in the
chemical content of the plant's essential oils as a result of the different study sites, the percentage
of essential oil obtained from wild thyme from Abu Dra” and Sidi Al Hamri sites were (1.5%,
1.06%), respectively .The results of GC/MS showed the identification of 12 aromatic
compounds with a percentage of (95.97%) of the total components of the essential oil of wild
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thyme from Abu Dhra’ site, and 20 aromatic compounds with a percentage of (87.53%) in wild
thyme oil from Sidi Al-Hamri site, there are 7 common aromatic compounds in the study sites,
which are Aromadendrene, Gamma-terpinene, Alpha-thujene, Thymol, Carvacrol, Delta-
cadinene and Alpha-humulene. Berry (48.56%, 21.28%), respectively. The content of
deoxygenated and oxygenated monoterpene hydrocarbons had the highest presence in the total
content of the essential oil under study .The different extracts of the two plants under study were
also prepared (extracts of hexane, chloroform and ethanol by successive extraction, and the total
crude alcoholic extract was also prepared using the direct extraction method). The contents of
these extracts were separated on silica gel plates by several separation systems and the number
of separated packets in each feed was determined and RF values were calculated for each bundle.

Keywords: Thymus capitatus , Essential Oil, Thin-layer plates (TLC), Al Jabal Al Akhdar.
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Abstract

The goal of most control systems is to create external tools that can manage larger, more complex
machines. Recently, however, control devices have become more compact, with smaller smart
devices being utilized to control larger machines. This shift offers significant advantages in industries,
particularly in terms of mobility and simplicity. This study proposes a camera control system designed
to use mobile devices through wireless technology, offering enhanced mobility at a lower cost. The
system enables a mobile phone to control an intelligent IP camera via Bluetooth and was developed
using the Java Application Development Kit (JDK). The design and implementation of this system
were informed by research into existing technologies and tools, as well as methods used to bring the
research to fruition. several potential areas for future research and development were identified to
further improve the system's capabilities.

Keywords: 10T, internet of things, Mobile device, wireless technology, Bluetooth, I.P. camera,
Introduction

Control systems in engineering comprise a vast and essential field of study. In recent years, these
systems have become integral to daily life, permeating nearly every interaction and activity.
Numerous devices and gadgets are designed with foundational principles of control engineering,
playing crucial roles in various aspects of our lives. Examples such as home appliances like
televisions and advanced systems like space shuttles at the International Space Station illustrate the
pervasive influence of control engineering concepts. The evolution of wireless communications and
mobile technologies has further expanded the application areas for these concepts. Cameras,
traditionally used for monitoring and recording events, have significantly advanced with autonomous
capabilities and remote accessibility. Combining these technologies represents a substantial
enhancement in modern technology.

Early remote camera systems required direct attachment to a computer or dedicated device to function
effectively. Control was typically managed through keyboards or specialized head gestures, such as
"head motion™ and "head flicking," as described by Dingyun et al. [1]. Scott, Bradley, et al. [2] noted
that remote camera systems not only enable user control over camera movements but also over the
supporting camera mechanisms. There is a growing demand for multifunctional controls beyond basic
camera manipulation, such as Pan/Tilt/Zoom functionalities integrated into contemporary cameras.
A typical remote camera control system includes an IP camera, a stand, a web server application for
data transmission, network infrastructure, a storage device or data receiver, and an external control
device. This proposed system incorporates additional components like mobile devices (phones) and
Bluetooth technology, enhancing flexibility and accessibility.
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The entire system was developed using Java, highlighting its robustness and adaptability in
integrating 10T and mobile technologies for effective remote camera management.

With the rise of smart devices and advancements in Information Technology (IT), these objectives
can now be achieved using compact and efficient mobile technologies [3]. The central aim of this
study is to develop a system for remotely controlling and monitoring a camera via a mobile phone
using Bluetooth technology, leveraging the Internet of Things (loT) framework.

A mobile phone was selected as the control device due to its portability and widespread availability,
making it ideal for user interaction with the remote camera system. Bluetooth technology was chosen
for its low energy consumption, adequate range, and compatibility with mobile devices. Java was
selected as the programming language due to its platform independence and strong capabilities in
mobile and 0T integration [4].

This study focuses on the ability to control a remote camera via a mobile phone, specifically utilizing
Bluetooth and 10T technologies. While the possibility of incorporating multi-device access for
dynamic, concurrent control is acknowledged, this falls outside the scope of the current research and
is reserved for future work.

Recent advancements in mobile and IoT technologies have opened new avenues for remote system
management, particularly in multimedia and real-time applications. This study explores how
integrating mobile devices and 10T frameworks can simplify and enhance the control of remote
systems, such as cameras, providing users with greater mobility and flexibility.

The ability to remotely manage systems has broad applications across several industries, including
healthcare, security, aerospace, robotics, and more, where loT-driven remote-control systems offer
efficiency, safety, and operational scalability.

Literature Review

Mobile phone technologies have become an essential part of daily life for most people, and the
industry has increasingly integrated camera functionalities into mobile devices. Information
technology industries have leveraged this trend, enabling cameras to be embedded in various gadgets,
from laptops to smartphones. It is now "normal to access information, take photographs, record our
thoughts, and share these with others through a single device [5]. Although a wide variety of cameras
exist, many are still limited by technological constraints such as image resolution, real-time event
capture, and autonomous functionality. However, focusing on cameras with autonomous capabilities
is essential for achieving the objectives of this research, which aims to integrate 10T and mobile
technology for remote camera control.

Cameras with autonomous systems are often referred to as remote cameras or IP cameras. IP cameras,
also known as network cameras, utilize Internet Protocol to transmit image data and control signals
over an Ethernet link. This aligns with the definition provided by Network Camera Review [6], which
confirms that IP cameras function similarly to analog closed-circuit television (CCTV) systems but
with enhanced connectivity and network functionality. Many modern IP cameras are equipped with
embedded internet video servers or web server systems making them powerful tools for surveillance
and remote monitoring.
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A typical remote camera management system comprises several components: a remotely controllable
camera, a mounting stand, an application to facilitate data transfer, a storage device or data receiver,
and a control device. These components work together within an 10T framework, where mobile
technology plays a pivotal role in remote access and control. The following section will explore
various applications of such systems, emphasizing their role in integrating IoT and mobile
technologies for enhanced camera management. In the medical field, the integration of remote camera
control systems has significantly enhanced the ability of healthcare professionals to perform
procedures more efficiently. As confirmed by [7], cameras are crucial tools for both external and
internal imaging in medicine. For instance, dentists use digital imaging technology to enhance
diagnostics and treatment by deploying cameras on probes that can be maneuvered inside the mouth,
transmitting real-time images to screens for better visibility and patient communication.

In robotics, remote camera systems are integral to navigating dynamic environments and capturing
visual data. The field of artificial evolution in robotics, as explored by Morales, et al [8], focuses on
developing adaptive behaviors for robots in real-time, allowing them to autonomously adjust to
environmental changes. This research has led to advancements in autonomous robot control systems,
capable of responding to varying conditions effectively. One key application of remote cameras in
robotics involves their attachment to mobile robots, allowing the capture of real-time images from
previously inaccessible areas. While these systems face challenges such as bandwidth limitations and
connection speed, their use in space exploration missions like the Apollo program demonstrates their
potential. Remote cameras attached to robots continue to play a critical role in collecting and
transmitting visual data in space and other challenging environments.

Security is one of the most widespread applications of remote camera systems, particularly in the
form of Closed-Circuit Television (CCTV). These systems are commonly deployed in parking lots,
streets, offices, and various other public and private spaces. Remote cameras used in security require
a monitoring system, often referred to as a surveillance system, which retrieves and stores the
captured footage for future reference. These systems are frequently utilized by law enforcement and
security services. In financial institutions, where fraud and other financial crimes may occur, remote
camera systems are essential for monitoring activities and maintaining security. As Turanjanin [9]
points out, footage from security cameras is often used as evidence in court to confirm the presence
or actions of individuals in specific locations. However, despite their utility, these systems can also
be subject to misuse, as noted by Nissenbaum [10], raising concerns over privacy and the potential
for criminal exploitation.

The application of remote camera control systems in education is a highly effective and increasingly
relevant area. Education, being the foundation of knowledge, faces challenges such as exam
malpractice, where students resort to unethical means like cheating to pass exams. Remote camera
systems offer a solution to this issue by enabling enhanced surveillance in examination halls. By
installing cameras that are controlled remotely by designated personnel, the behavior and conduct of
students during exams can be closely monitored. Recordings from these cameras can be reviewed
afterward, allowing authorities to make informed decisions based on the footage [11]. This system
not only ensures the integrity of the examination process but also deters students from engaging in
dishonest practices [13][14][15][16][17].
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There are numerous wireless technologies with varying ranges, including radio frequency (RF),
infrared light, laser light, visible light, acoustic energy, Bluetooth, and Wi-Fi [11]. The emergence of
wireless technologies is seen as a move towards replacing wired connections. Some of these
technologies, like 802.11a and Bluetooth, operate without the need for licensing.

In this research, Bluetooth technology is the primary focus. Bluetooth enables communication
between diverse devices that implement the technology according to global standards. It is a low-
power, short-range wireless technology, ideal for mobile devices, and is integral to the research's
objective of controlling remote cameras through mobile phones. Bluetooth follows a specific protocol
stack, which ensures compatibility and communication between devices worldwide, making it a
suitable choice for 10T and mobile device integration in remote camera management systems.

Applications

TCS SDP RFCOMM

L2CAP
HCI
LMP
Baseband
Radio

Fig 1 Bluetooth protocol stack

The radio layer is regarded as the physical wireless connection. To avoid interference with other
devices that communicate in the industrial, scientific and medical (ISM) band, the modulation is
based on fast frequency hopping. Bluetooth divides the 2.4 GHz frequency band into 79 channels 1
MHz apart (from 2.402 to 2.480 GHz), and uses this spread spectrum to hop from one channel to
another, up to 1600 times a second. The standard wavelength range is 10 cm to 10 m, and can be
extended to 100 m by increasing transmission power. [12]. The baseband layer is said to be in charge
of “controlling and sending data packets over the radio link. It provides transmission channels for
both data and voice. The baseband layer maintains Synchronous Connection-Oriented (SCO) links
for voice and Asynchronous Connectionless (ACL) links for data. SCO packets are never
retransmitted but ACL packets are, to ensure data integrity [12]. The Link Manager Protocol (LMP)
used to use the links set up by the baseband to establish connections and manage piconets.
Responsibilities of the LMP also include authentication and security services, and monitoring of
service quality [12].

The Host Controller Interface (HCI) is an interface that “is the dividing line between software and
hardware. The L2CAP and layers above it are currently implemented in software, and the LMP and
lower layers are in hardware. The HCI is the driver interface for the physical bus that connects these
two components. The HCI may not be required. The L2CAP may be accessed directly by the
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application, or through certain support protocols provided to ease the burden on application
programmers [12]. The Logical Link Control and Adaptation Protocol (L2CAP) is used to receive
application data and adapts it to the Bluetooth format. Quality of Service (QoS) parameters are
exchanged at this layer [12].

The approach to developing this framework builds on the foundational research of existing remote
camera control systems. To meet the research’s objectives, the ideas from similar systems were
adapted to form a comprehensive method. Researching existing similar systems, was crucial as it
provided insights into how remote camera management systems are designed and operated. This
research enabled the identification of key features that could be beneficial to the new system, allowing
for a more informed and efficient development process. Various systems were analyzed, and the most
relevant ideas were integrated into the proposed design.

One of the systems that strongly influenced the approach was the Interactive PTZ Camera System.
This system was chosen because its architecture closely aligns with the requirements of the proposed
IoT and mobile-integrated camera system. The interactive PTZ camera uses wireless control via a
Nintendo remote, while the proposed system uses a mobile phone for wireless control. Both systems
also feature a server-based intermediate system that facilitates communication between the camera
and the control device, making it an ideal model for this research. This systematic approach and
integration of existing technologies and new knowledge have resulted in a robust 10T-based remote
camera management system, effectively achieving the research's aims.

Research Analysis

After critically analyzing existing systems and available technologies, a structured plan was
developed for the implementation of the proposed loT-based remote camera management system.
The insights gained from various researched systems were instrumental in shaping the research's
design and functionality.

System Design

The system design was decided and planned out considering a means of communication with a
remote camera through a medium (Bluetooth) from the mobile device, the system is designed and
illustrated by the fig 2 below.

mer ] r D —— C“ent
Camera Network S?Ne Bluetooth External Client

External System | Connection ntermedn:;ne Server | Connection system
- » System —— | (Mobile Device)

Fig 2 System Design.

Proper investigation was done with the aid of the internet to research existing hardwares needed for
the proposed system. Hardwares, such as camera, network devices, and mobile devices. To make the
proposed system as standard as possible the research requires industrial standard devices. Below is
list of the selected devices used in the development of the research. Axis M1054 Network Camera:
this equipment is an industrial standard I.P. camera that supports voice, PTZ and other functionalities.
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Linksys EtherFast Cable/DSL Router model no. BEFSRAL: this equipment is another industrial
standard network device that supports TCP/IP, DHCP DSL and other network functionalities.

A computer machine with minimum of 1 gigabyte RAM, 10 gigabyte hard drive, Bluetooth device,
and windows XP operating system or any of the like and later. Sony Ericson k800i: this equipment is
a mobile phone with the support for java platform, Bluetooth and midp 2.0 and other functionalities.
The next section explains the software application used in the implementation of the proposed system.
This was a top challenge to decide at the beginning of the implementation of the proposed system due
to the following reasons. Application software development kit from camera manufacturer only
supports Microsoft development environment and system is required to run on any platform; which
means JAVA is at the point in time the best option. The system will have to be able to manage its
data autonomously.

Selecting the software development environment was a tough decision as one of the system
requirements is to be able to run on a multiple platform. This was a risk and that I had to take.
Adobe Fireworks was used for the interface design and Java was used to implement the actual
application design for both the server side (Computer machine) and the client side (Mobile Phone).
The server application development side utilize the java2 enterprise edition (J2EE) was used because
of its robustness and easy implementation using Netbeans 6.8 version. Also, the client +side
application development makes use of the java2 micro edition (J2ME) and it was also done using
Netbeans 6.8 version. Netbeans is a java package just like visual studio, it is very robust, very easy
and user-friendly application development environment. Netbeans is not restricted to Java only; it can
also be used to write scripts in C#, C++, Javascript and so on. Since the proposed system will be
making use of some data there must be another application that should handle the data management.
Therefore, there is a need for database management software and Microsoft access database
application was selected because of its simplicity.

Below are some the interfaces designed prior to the actual implementation of the interfaces in
Netbeans. The interfaces were designed as part of the plan as well as to imagine how the interfaces
of the application would look like in order to achieve the aim of the research. Below are explained
the software interfaces. The server login is designed in a way to get the user’s name and password
supplied from the operator and then perform login into the main application environment, fig 3

|

1
Supply User Login Credentials

Enter Uzer Mame: I I —y

Enter User Passwword: I I-——

—_— | Exit I I‘Sign-ln I ' Cloar | —_——

Fig 3 Server Login
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A
Mobile Login
B — Server Status:
G Client Log on Info:
Enter User Name:
D > | |
Enter Password:
E > | |
I Login - G
[ initialize H
F > [ Clear |
Fig 4: Client Login Design
A
1
Reset Your Passord
B———— 1 Result
C—* Usemame:
Enter Old Password:
E—7 | |
Enter New Password:
DT |
Re-Enter New Password:
F—— |
b
6—F (ool ,

Fig 5: Client Password Reset Form Design
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Database Design

When the interface was designed then the next task was to find a means of accommodating the data
that will be used for the software. The database design was kept simple so as to avoid complicated
data management and to be able to achieve the main aim of the proposed system. Since the database
tool selected is relational in nature then simple design was made. See table 1 for the description of
the database structure.

Column Name Data Type Description

tblUser For storing user details

Sno Numeric (integer) | For auto numbering

uib Text For storing user names (primary key column)

Pass Text For storing associated passwords

Stat Text For storing the status of the user

Tblcam For storing camera credentials

Sno Numeric (Integer) | For auto numbering

LOC Text For storing the camera I.P. address or location
(combined primary key column with UID)

uiD Text For storing the camera user id
(combined primary key column with LOC)

Pass Text For storing camera password

Stat Text For storing the current status of active camera credential
that is active

Thldir For storing the picture directory string

Sho Numeric (Integer) | For auto numbering

Dir Text For storing the string directory full path string (primary
key column)

Thbibt For storing the Bluetooth number of established
connections

Sno Numeric (Integer) | For auto humbering (primary key column)

Maxno Number For storing the current number of Bluetooth connection

Table 1: Database Structure
Software Algorithm

The algorithm is designed to make the application flexible and easily operated, the following points
will clarify the software algorithm. When the system (Server) is started it will first check the database
and to make sure the database is intact and then performs a user availability check especially the
admin account. If the admin account is not found then it will create the admin account and notify the
operator as the time of the changes made to the database and then proceeds by displaying the
application login form. This form will prompt for the user’s name and password to be entered as
without this information supplied the operator will not be allowed to proceed from the form. This
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login form will validate the user details supplied and then when appropriate data required for the login
is tested valid then the program will display the main application main form.
The main application form environment will provide main functions such as the camera pan/tilt/zoom
(PTZ) control, camera light control, camera connection, picture capture, mobile devices connection

settings,

administration.

Dataflow Diagram
The dataflow diagram illustrates the way the data flows through the system entire proposed system.

Fig9 below describes the dataflow of the system.
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Fig6: dataflow diagram

real-time image streaming, mobile device communication, Bluetooth settings, and

The flow chart of the system shows algorithm of the entire operation performed within the proposed
system. The following figures illustrate at a glance how the program runs. This flow chart explains
the program from when the operator logins into the server side of the application how the application
will handle the data from provided in order to display the main application environment with other
processes such as setting Bluetooth connection and saving the captured image currently displayed.
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Fig 8: server application

This flow chart gives details at a glance the procedure that occurs when the credential data
management section of the admin section is invoked from the server application. The
research was executed in stages, the first stage was to research the type of system, then next
was to get the requirement of the system, after that a form of survey was conducted to know
how and what users of this system would require. Then the development of the system was
carried out. After that the system was tested and results were provided. The following
statements will explain path of the significant tasks undertaken in the operation of
implementing the research.

Survey: this method involved the collecting of information from the users in order to know their view
of how this kind of system is to be implemented and what they will prefer in the system.

thereby bringing about how the research can be accomplished to meet the system requirement as well
as users, requirement. Analysis of data: the data gathered was analysed and quick and adequate
resolution was made, and preparation for the development of the research was immediately underway.
Testing: the software involved in the research underwent a lot of tests within stages of development
and always ensuring it is free of errors; such as syntactic and semantic before it is finally packaged
for implementation.

Challenges: there where series of challenges during the development stages of this paper which
brought a necessity to do more research as to find more information about the current challenge. For
instance, challenges involved are most technical in nature like the creation of single to multi-point
Bluetooth connection was very easier said than done in the execution of the research, other ones
which involved transferring images from server-side application to client-side application proved to
be another challenging task to do. Another challenge of being able to communicate to and from the
server to the client and vice versa.
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Conclusion

Extensive research was conducted on existing systems and technologies to understand the
requirements and potential challenges. This included studying similar systems, evaluating the
technologies to be used, and preparing for any professional or technical issues. A risk management
strategy was also developed to handle potential problems during the research. Valuable insights were
gained from various Java forums, websites, and professional resources, such as the Sun website.
These resources provided essential information on Java technologies, Bluetooth, mobile phone
integration, client-server systems, and security. The knowledge acquired was crucial in guiding the
research and overcoming technical challenges.

During the development, a significant challenge was the incompatibility of the camera’s video codec
with the Java Media Framework. The camera’s RTSP server provided a video format that could not
be handled by the framework. This issue highlighted the need for further research into video streaming
protocols and codecs. An alternative approach involving real-time image streaming was adopted,
where snapshots were captured at high frequency and combined into a video stream. This solution
effectively addressed the video format compatibility issue and enabled real-time display. There are
opportunities for further research in areas such as video codec compatibility with Java Media
Framework, advanced streaming protocols, and additional features like enhanced video analytics or
improved wireless communication. Exploring these areas could provide more robust solutions and
enhance the system’s capabilities.

In conclusion, the research provided valuable insights and challenges, making the experience both
interesting and rewarding. The knowledge gained was significant, and further exploration of
identified challenges and new technological advancements could lead to even more innovative
solutions in the future.
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